A NEW APPROACH FOR RETRIEVAL OF NATURAL IMAGES

Mislav Grgić * — Sonja Grgić * — Mohammed Ghanbari **

The field of image retrieval is an active research area, particularly under the new MPEG-7 multimedia standard. According to anticipated MPEG-7 visual descriptors, image parameters that were obtained using multiscale decomposition with Gabor filters can be used for retrieval of images of similar textures. This approach has been used for texture image retrieval but we used it for the retrieval of natural images, which is a more real case for the end-user. We show that the performance of this method can be enhanced if the parameters are defined on the subimage level and then performing intersection between retrieval results.
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1 INTRODUCTION

The growth of multimedia information available in online-digital form is enormous in recent years. Therefore, it has become important to develop systems that will be able to search for this information, in order that some useful information can be derived. To enable search through the multimedia information, a good description of multimedia content becomes inevitable. The emerging new MPEG-7 standard [1], formally known as the “Multimedia Content Description Interface” has the objective of specifying a standard set of description schemes and descriptors to describe various types of multimedia information. Among many requirements, MPEG-7 will support visual descriptors that allow different types of queries. These are visual description query by shape, texture and colour. This means that for the content-based image retrieval, user will be able to specify any type of the query image content (shape, texture, colour) and the search engine will retrieve similar images from the database [2,3]. In our research we are particularly interested in texture [4-6], and in this paper, a method for matching natural images according to their texture [7], together with a novel intersection method will be introduced and implemented for image retrieval through heads-database.

2 TEXTURE FEATURES

To support image retrieval or browsing, an effective representation of texture, as one of the three important parameters, is required. Numerous approaches towards texture and image features extraction have been made [8]. We used a set of Gabor filters for texture representation because it provides a perceptual characterisation of texture similar to a human characterisation. The computation of this descriptor proceeds as follows: first, the image is filtered with a bank of orientation and scale tuned filters (modelled using Gabor functions); from the filtered outputs, two dominant texture features are identified which are used for similarity image retrieval. So, our approach is well suited to the MPEG-7 requirements for image retrieval in multimedia systems.

Gabor filters can be seen as two-dimensional wavelets [9]. When applied to an image $I(x, y)$, the discretisation of a two-dimensional wavelet is given by

$$W_{mlpq} = \int \int I(x, y)g_{ml}(x - p\Delta x, y - q\Delta y)dx\,dy$$  \hspace{1cm} (1)

where $\Delta x$, $\Delta y$ is the spatial sampling rectangle (in our case $\Delta x = \Delta y = 1$), $p$, $q$ are image position, and $m$ and $l$ specify the scale and orientation of the wavelet, respectively, with $m = 0, \ldots, M - 1$ and $l = 0, \ldots, L - 1$. $M$ is the total number of scales and $L$ is the total number of orientations. The notation

$$g_{ml}(x, y) = a^{-m}g(\tilde{x}, \tilde{y})$$  \hspace{1cm} (2)

where

$$\tilde{x} = a^{-m}(x \cos \theta + y \sin \theta),$$  \hspace{1cm} (3)

$$\tilde{y} = a^{-m}(-x \sin \theta + y \cos \theta)$$

denotes dilation of the mother wavelet $g(x, y)$ by $a^{-m}$ ($a$ is the scale parameter), and rotation by $\theta = \Delta \theta$, where $\Delta \theta = 2\pi/L$ is the orientation sampling period.

Function $g_{ml}(x, y)$ is defined so that all the wavelet filters have the same energy.
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where \( \sigma_u = 1/(2\pi\sigma_x) \) and \( \sigma_v = 1/(2\pi\sigma_y) \). Symbol \( \ast \ast \) represents two-dimensional convolution.

Hence, using \( g(x,y) \) as the mother Gabor wavelet, by appropriate dilations and rotations of \( g(x,y) \) [7], it is possible to design Gabor filter dictionary, Fig. 2. \( U_l \) and \( U_h \) are the lowest and highest frequency of interest, respectively. We used \( U_l = 0.05 \) and \( U_h = 0.4 \).

For each Gabor filter, the input image can be decomposed into \( M \times L \) filtered images. We have chosen \( M = 4, L = 6 \), resulting in 24 different filters which decompose the input image into 24 filtered images. These parameters are selected as a balance between the computational complexity and texture representation accuracy. For every filtered image the mean value

\[
\mu_{ml} = \iint |W_{ml}(x,y)| \, dx \, dy
\]

and the standard deviation

\[
\sigma_{ml} = \sqrt{\iint (|W_{ml}(x,y)| - \mu_{ml})^2 \, dx \, dy}
\]

as the two most important features of the texture are extracted. Hence, the image texture is described by a feature vector with 48 feature parameters as

\[
\text{Feature factor} = [\mu_{00} \mu_{01} \mu_{02} \mu_{03} \mu_{04} \mu_{05} \mu_{10} \mu_{11} \cdots \mu_{35} \\
\sigma_{00} \sigma_{01} \sigma_{02} \sigma_{03} \sigma_{04} \sigma_{05} \sigma_{10} \sigma_{11} \cdots \sigma_{35}]_{1 \times 48}
\]

### 3 DATABASE CREATION AND SIMILARITY MEASURE

We created a database which contains 300 head images of 512 \( \times \) 512 pixels [10], Fig. 3. It is in fact 30 sets, each containing 10 images of the same person with different facial expressions, illumination conditions and occlusions (glasses, hairstyle, etc). For each of the 300 images, 48 texture features are extracted, and a database with 300 \( \times \) 48 features is created. Following the conventional retrieval approaches, each image in the database is identified with its 48 texture features. To search for a desired image (query image) in the database, the 48 texture features of this query image are also extracted. We then calculate the distance between the set of 48 features of the
query image and each set of 48 features of the database images. The distance is determined by measuring the normalised Euclidean distance between two feature vectors as

$$d_{ml}(i, j) = \left| \frac{\mu_l^{(i)} - \mu_l^{(j)}}{\sigma_l^{(m)}} \right| + \left| \frac{\sigma_l^{(i)} - \sigma_l^{(j)}}{\sigma_l^{(m)}} \right|$$

(10)

where $d_{ml}(i, j)$ represents the distance between features for image $i$ and image $j$ on a specific scale $m$ and orientation $l$. The total distance between feature vector for image $i$ and image $j$ can be derived as

$$d(i, j) = \sum_{m} \sum_{l} d_{ml}(i, j).$$

(11)

Similarity measure of two images can be defined as an inverse value of the total distance. If the total distance between feature vectors increases, similarity measure of images will decrease. The described procedure produces a set of 300 different similarity measures, which are sorted in an increasing order of similarity. Since every similarity measure is associated with an appropriate database image number, then the most similar image(s) can be retrieved. It should be noted that the retrieved image can not be exactly identical to the wanted image, unless it is itself in the database. For this reason one might ask to search for most similar images, preferably to be rank ordered on the degree of similarity. Hence a good image retrieval method is the one that can find the $N$ most similar images.

4 RETRIEVAL RESULTS

To determine the precision of retrieved images for particular $N$ top matches (number of results per query image), we have measured the ratio between the number of retrieved relevant images (that are similar to the query image) and the number of all retrieved images (output images).

Naturally, the most similar retrieved image will be the image itself, the maximum number of retrieved relevant images is 10 (all associated with the same person), and the maximum number of retrieved images is 300. In the precision determination, the first retrieved image (image itself) will not be counted because in a real case, if the query image is not included in the database, surely, it will not be retrieved. So, precision determination will start from $N = 2$. Let us call the above described retrieval
method 1-vector approach (conventional approach), because only 1-vector with 48 parameters for the query image is extracted and compared with the database vectors.

We made 300 tests using each database image as the query image and then these 300 results are averaged for particular $N$. Figure 4 shows the precision of retrieved images when the number of top matches varies from 2 to 50. It can be seen that for larger $N$, precision decays rapidly. However, an important issue in most retrieval processes is not only the precision of retrieved images but also the number of all retrieved images that the end-user needs to deal with. In practice, this number needs to be such that the retrieved images can be displayed, viewed and scrolled conveniently. With conventional 1-vector approach, it is obvious that the number of all retrieved images is fixed and determined by $N$, what can be seen from the linear curve in Fig. 5. Here should be noted that retrieved images need to be relevant images. The preci-
sion for \( N = 10 \) is 58%. It means that 58% of retrieved images will be relevant images. To realize the reduction of the number of all retrieved images, and at the same time, to preserve or even improve the precision, we are performing intersection between results using 256 \( \times \) 256 subimages.

5 A NEW APPROACH

We are dividing each 512 \( \times \) 512 image into 4 non-overlapped subimages (format 256 \( \times \) 256 pixels), producing a database of 1200 subimages, Fig. 6. The same features extraction process is performed but now on each of the subimages.

To preserve the equality with conventional 1-vector approach, we are searching for \( N \) top matches within 300 subimages (same database length!), according to the following rule: each 256 \( \times \) 256 subimage that belongs to the top-left, top-right, bottom-left and bottom-right quadrant from the 512 \( \times \) 512 query image is compared with the 300 database subimage that belongs to the same top-left, top-right, bottom-left and bottom-right quadrant, respectively, Fig. 7.

After that, within the retrieved 4 \( \times \) \( N \) images, we are performing intersection. Intersection analysis is made according to three different rules:
1. image will be considered as the intersection result if it appears 4 times in each of the 4 retrieved sets (4/4-method);
2. image will be considered as the intersection result if it appears 3 or 4 times in each of the 4 retrieved sets (3,4/4-method);
Fig. 11. Example of retrieval process with $N = 5$: (a) retrieval results using 1-vector approach, (b) retrieval results using intersection: (2,3,4/4)-method; (c) retrieval results using intersection: (3,4/4)-method; (d) retrieval results using intersection: (4/4)-method. First image from the left in each row represents the query image.

Fig. 12. Example of retrieval process with the same notation like on the Fig. 11.
3. image will be considered as the intersection result if it appears 2, 3 or 4 times in each of the 4 retrieved sets (2,3,4/4-method).

Repeating the same procedure for each database subimage as the query one (300 tests), we can draw the similar curves like for the 1-vector approach, Fig. 8 and Fig. 9. It can be seen that the retrieval process with the intersection method is significantly improved. Precision of retrieved images is much better than for the 1-vector approach, and at the same time, number of all retrieved images is much better than for the 1-vector approach, and at the same time, number of all retrieved images is reduced.

Comparing four precision curves, it can be seen that all three intersection cases outperform the 1-vector approach. The highest precision will be achieved by going along the (2,3,4/4)-curve from $N = 2$ until $N = 5$, then, by going along the (3,4/4)-curve from $N = 6$ until $N = 13$, and finally, by going along the (4/4)-curve, from $N = 14$ onwards. These results are logical because for the higher $N$ it is necessary to use a stronger condition. So, by performing image retrieval using the described intersection method on our head-database, it is advisable simply to change the intersection rule parallel with increasing the $N$ in order to achieve better precision.

Comparing four curves from Fig. 9 it can be seen that all three intersection cases are better than the 1-vector approach, because the number of all retrieved images on the output is reduced and, at the same time, precision is increased. However, from these intersection curves new conclusions about three intersection cases can be derived. (2,3,4/4)-method is too close to the 1-vector approach. It means that for the same $N$, number of all retrieved images will be very similar to the 1-vector approach, and for the higher $N$, precision is falling rapidly in comparison to other two intersection methods, Fig. 8.

On the other hand, the (4/4)-method is reducing the number of all retrieved images too much. It means that there will be many cases (out of 300 tests) in which only the image itself will be retrieved on the output, Fig. 10. For $N = 1$, all methods have the same number of such cases because the image itself is always retrieved if it is included in the database. Therefore, for $N = 1$ there are 300 described cases for all methods. For $N = 2$, the 1-vector approach will always retrieve 2 images, and the number of cases where only the image itself is retrieved is equal to zero. For $N = 2$, the (3,4/4)-method will have 192, and the (4/4)-method 256 described cases. For $N = 10$, there are 26 and 60, and for $N = 100$, 0 and 3 cases, for (3,4/4)-method and (4/4)-method, respectively. The case where only one image is retrieved on the output is the worst because in real applications, where query image is not inside the database, number of retrieved images will be zero. Based on these conclusions, it can be seen that the (4/4)-method is not acceptable for real applications, because even with a high number of top matches per subimage, there are still some cases where only the image itself is retrieved. However, for higher $N$ this strong intersection rule proves to be good if one wants to preserve good precision. So, to achieve a compromise between good precision and the optimal number of all retrieved images, the (3,4/4)-method should be used. Precision with this method is more than 80% until $N = 13$, what is acceptable number of top matches per query subimage, and the average number of all retrieved images for $N = 13$ is 6, what is very convenient for displaying, viewing and scrolling.

To justify the mentioned conclusions, an example of retrieval process is shown in Fig. 11. Results of the above mentioned methods can be seen in this figure. The first image from the left in each row represents the query image (image itself; similarity measure is equal to zero). The 1-vector approach retrieves many images that are completely different from the query image, Fig. 11(a). The (2,3,4/4)-method is good but retrieves one non-relevant image, Fig. 11(b). The (4/4)-method is too strong, especially for the smaller $N$, like $N = 5$ in this example, where only one result (image itself) is retrieved, Fig. 11(d). Finally, the (3,4/4)-method proves to be the best because the precision for this example is the highest and the number of all retrieved images is optimal, Fig. 11(c). Similar conclusions can be derived from the examples in Fig. 12. If we increase the number of top matches ($N$), 1-vector approach will retrieve too many images with a lower precision (there will be many retrieved results different then the query image). The intersection methods will preserve the precision with the lower number of retrieved images.

6 CONCLUSION

We have presented an approach for significant improvement of image retrieval. Improvement is based on performing the intersection between retrieval results for 4 query subimages. We introduced three different rules for intersection analysis. We compared precision results and the number of all retrieved images for conventional method and three novel intersection methods. We proved that all intersection methods are better than the conventional 1-vector approach. We found that the (3,4/4)-method should be used to achieve a compromise between good precision and the optimal number of all retrieved images. Our approach has several advantages: 1. It does not effect the database length (300), and hence, can be correctly compared with the conventional 1-vector approach, 2. It outperforms the conventional 1-vector approach according to the precision of retrieved images, 3. It reduces the number of all retrieved images.
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