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A COMBINED NEURO–FUZZY APPROACH FOR
CLASSIFYING IMAGE PIXELS IN MEDICAL APPLICATIONS
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This paper is concerned with classifying image pixels into three sets of pixels: contour, regular, and texture. When

properly processed, classified images can represent foundations for diagnostic purposes. A neuro-fuzzy approach was used to
take advantage of neural network’s ability to learn, and membership degrees and functions of fuzzy logic, respectively. The
method is based on the spatial properties of the image features and makes use of multi-scaled representations of the image.

A training set was used to create and train the classifier system. The classes were represented as fuzzy sets with degrees
of memberships. Each pixel was assigned a degree of membership for each of the three fuzzy subsets. Classified pixels were
finally shown as three separate images each representing a set. The method showed high quality classification for images of
simple components. This approach would be highly attractive in the biomedical field due to the vast availability of images.
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1 INTRODUCTION

Problems encountered in the field of image processing
frequently reside in the vagueness of the data under study.
Over the last few decades neural networks and fuzzy sys-
tems have established reputation as an alternative ap-
proach to information processing. Both have certain ad-
vantages over classical methods, especially when vague
data or prior knowledge is involved. However, their appli-
cability suffers from several weaknesses of the individual
methods.

A neuro-fuzzy approach as a combination of neural
networks and fuzzy logic has been introduced to overcome
the individual weaknesses and to offer more appealing
features. The ultimate goal of applying such a system is to
get rid of imprecise information present in an image such
as pixel grayness ambiguity, geometrical segmentation of
the image and the uncertain interpretation of a scene [2].
This exploits, respectively, the learning capabilities and
the descriptive power of systems, thus providing results
characterized by a high interpretability and good degree
of accuracy [1, 2].

An image feature is what distinguishes and character-
izes it from other images [3, 4, 5]. The aim of the neuro-
fuzzy approach application is to extract these features
pixel by pixel and classify them into three sets of classes:
Regular, Texture and Contour. The concept of the edge is
greatly connected with feature extraction methods [7, 8].

The difficulty of such a system lies in detecting tex-
tures the presence of which dictates the use of multi-scale
representation. The method proceeds without any prior
knowledge or presence of any expert intervention and
can be employed as a pre-processing or a post-processing

stage of an image segmentation problem. It may be also
used to improve the performance of some database re-
trieving processes [6]. Furthermore, it can be applied in
biomedical context especially in human body images for
purposes of analytical studies. It would ultimately lead to
a system that would help after applying appropriate en-
hancement techniques to recognize abnormalities in the
biomedical images and thus help the physician in his/her
diagnostic procedures.

This paper aims at implementing the above-mentioned
approach in image pixel classification. The objective is to
use such an approach in developing a functioning program
that will accept any input image and classify its pixels one
by one into the three distinct classes indicated above.

2 METHODOLOGY

The methodology of this work entails the use of a
neuro-fuzzy system, which is a software program utilizing
the benefits offered by the Matlab toolboxes. The only re-
quirement of this system is the availability of a training
set that allows for a fuzzy rule base that is capable of clas-
sifying the pixels after the neural network training. This
training set is constructed using training images shown
in Fig. 1. These images are distinct combinations of the
three classes of regions described above. The output data
of the training set, depicted in Fig. 3, are images created
to model the ideal output (three classes) of the classifying
algorithm. The training data are used to generate fuzzy
inference systems (FIS) for each of the three classes. The
training set for each class FIS consists of four columns
three of which are for each scale representation (acting as
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Fig. 1. Training images that are distinct combinations of the three

classes of regions.

Fig. 2. Tuning images used in the classification process.

Fig. 3. The ideal output of the training images. Fig. 4. The ideal output of the tuning images: (a) contours (b) reg-

ular (c) textures.

the three inputs of the system) of an image and the fourth
is the output column representing the ideal response. The
result of the training are three fuzzy systems, each FIS
contains a number of fuzzy rules that were used in the
classification process. Once the rules are generated, they
are tuned by adaptive Neuro-fuzzy inference systems us-
ing another group of images shown in Fig. 2. These images
were created in the same way as that of training data. In
order to achieve parameters that most accurately classify
a pixel into a class the group of images were chosen with
distinct regions. The three different regions can be easily
highlighted and used as ideal outputs for the classification
of the images as shown in Fig. 4.

The classification approach of a grey image begins by
taking multiple scale representation for the image using a
3 by 3 averaging filter consecutively applied to each input
image. Here, the first source (original image) was used as
the finest scale, the second was the middle scale, and the
third was the coarsest scale.

Assuming 3 different scale representations of an M×N

image, the edge strength value for each pixel in each scale
representation was evaluated using the Sobel gradient
method [10]. Based on this value, a set of fuzzy rules
for each image is extracted in order to classify that pixel
into one of the above-mentioned classes. The kth rule is
given by [9]:
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where:

Ei,j is the pixel edge strength for the rth representation,

i = 1, 2, . . . ,M , j = 1, 2, . . . , N , r = 1, 2, 3

gi,j is the pixel of the given representation

Ar
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the Gaussian membership functions, k = 1, . . . ,K

Cp are the three output classes, p = 1, 2, 3

Vkp are fuzzy singletons representing the degree to which
a pixel belongs to a class.

The Gaussian membership value for each input is eval-
uated according to:
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where:

wrk is the center of the Gaussian function,

σrk is the width of the Gaussian function.

The output value of the fuzzy system for any input is
calculated by:
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Fig. 5. The structure of the obtained neural network.

The structure representing the neural network ob-
tained from the learning of the fuzzy systems is shown
in Fig. 5. The three inputs represent each pixel value of
the three scale representations. Each of the training sets
produced a Fuzzy Inference System that contained eight
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Fig. 6. The fuzzy rule base employed to derive the regular class.

Fig. 7. The fuzzy rule base employed to derive the contour.

Fig. 8. The fuzzy rule base employed to derive the texture class.

fuzzy rules. Each input was given two Gaussian member-

ship functions, and the output was represented by two

linear membership functions. The outputs of the eight

rules are condensed into one single output, representing

that system output for that pixel. The rules are listed in

Figs. 6 to 8.

After obtaining all three outputs of the three systems
for each pixel, program algorithm is applied to calculate
and compare the membership belonging to a certain class.
The highest membership degree is given the value one
(complete truth) whereas the other two are given the
value zero (complete false). This in effect assigns one class
for each pixel, white being true and black being false. The
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Fig. 9. Schematic block diagram of the learning scheme.
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Fig. 10. The basic concept of the classification process.

image is reconstructed using these zero/one values. The
result is in fact an image classified into the three different
classes.

Learning in this system is defined by a two-step learn-
ing approach, ie , competitive to obtain parameters of
fuzzy rules and supervised learning for further optimiza-
tion of these parameters. The schematic diagram of the
learning process is shown in Fig. 9.

A complete schematic representation of the basic con-
cept of the classifying system is shown in Fig. 10.

3 RESULTS

The Neuro-Fuzzy approach presented here allows any
ordinary person without experience in this field and with
the availability of only a training set with ideal outputs
to build up a system that models his/her information
with no more than two or three functions based on well-
known and well-established algorithms. The percentage
error ranges obtained were: 2.03 for regular, 8.9 for tex-
ture, and 1.58 for contour. Figures 11 and 12 show exam-
ples of images that were classified using this system.

Applying the proposed algorithm to complex patterns
would ensure its usefulness and its possible adoption as
a core tool especially for segmentation and later on for
diagnosis as in biomedical imaging. To examine the per-
formance of the proposed algorithm, a set of images ob-
tained from MRI and CT-scan modalities are used to
classify their pixels. The tested images showed excellent
results that support the arguments posed regarding the
usefulness of the proposed approach. Figure 12 illustrates
the application of the algorithm on an MRI image of the
brain and its results. The obtained accuracy as shown in
the figure is remarkably high.

The accuracy of this classifier system varied depending
on the input image itself. The system showed high quality
classification for images of simple components, where re-
gions are separate and descriptive, and where the bound-
aries of the object came in high contrast, which corre-
sponds to high edge strengths. Low contrast edges’ prob-
lem might be solved by applying a preprocessing tech-
nique of image enhancement that would in fact increase
the contrast of neighbouring pixels, thus, increasing the
edge strength to make it easier for the system to detect
the contour lines.

4 DISCUSSION

The proposed pixel classification approach presented
in this paper can be further investigated to be quite help-
ful in the biomedical application. Since most diagnostic
techniques depend on imaging modality, the majority of
images and accompanying diagnosis of diseases can be
fed to such a system in order to develop a technique.
The technique would then use the classification to local-
ize regions that may be used to detect any abnormalities
and list the diagnosis accordingly. The application can be
easily used as a pre-processing technique, where classified
images can be used in a number of applications of analyt-
ical nature. Computer analysis can complement to labo-
ratory tests for example, that might give a clearer picture
of the human physiology and pathological diseases.

Biomedical imaging modalities, such as MRI and CT-
scans showed high accuracy in all three classes of pixels.
These results were very encouraging since these images
are of great importance in the diagnosis of hard-to-detect
diseases. These kinds of images have great contrast values
for edges and clearer regions that allowed this approach
to easily react to such images. The proposed system was
insensitive to the noise imposed in these images, thus,
maintaining its levels of high accuracy.

The system ability in solving the texture classification
that might be extremely hard or even impossible in other
methods is the main contribution of this work. Its regu-
lar class is also highly accurate, and very close to a hu-
man observer’s classification. The proposed technique is a
highly useful and powerful classification tool that fulfilled
the independency requirement of being a self automated
classification tool.
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(a) (b) (c) (d)

Fig. 11. Result of a hand image Classification: a) Original image b) Texture c) Regular d) Contour

(a) (b) (c) (d)

Fig. 12. Classification results for the Brain MR image a) Original image b) Texture c) Regular d) Contour

5 CONCLUSION

In this paper it was proved that neuro-fuzzy approach
could be one of the important modalities in image pro-
cessing, especially in the biomedical scene where most di-
agnostic techniques rely on imaging. The presented pixel
classification tool is a highly useful, powerful, and inde-
pendent of any expert or any prior knowledge. The effec-
tiveness of this method and its ability to automatically
extract the shape and texture properties from an image
drive us to consider it a highly intelligent development in
image processing that supports intelligent decision at low
costs. The suggested approach may be enhanced by some
pre-processing procedures that might boost the charac-
teristics of the system in its classification. Some adjust-
ments in the learning schemes or the training sets can also
increase the efficiency of the system, especially choosing
the optimal subtractive clustering parameters. This en-
courages us to subject it to future improvement and en-
hancement that will enrich its contribution and find ways
for its real imaging applications.

Acknowledgement

The authors would like to thank Dr. M. Bani Mel-
hem for his support. Also many thanks go to Dr. M. Al-
Widyan and Dr. Amjad Al-Fahoum for their valuable help
and constructive advice during the completion of this pa-
per.

References

[1] BISHO, C. M. : Neural Networks for Pattern Recognition,
Clarendon Press Oxford UK, 1995.

[2] CASTEILLO, C.—CASTELLANO, G.—CAONETTI, L.—FA-
NELLI, A. M. : Classifying Image Pixels by a Neuro-fuzzy Ap-

proach, Proceedings of the WISP 2003 Conference.

[3] KARU, K.—JAIN, A. K.—BOLE, R. M. : Is there any Texture

in an Image, Pattern Recognition Society Journal 29.

[4] TIZHOOSH, H. R. : Fuzzy Image Processing, Springer, 1997.

[5] PALA, P.—SANTINI, S. : Image Retreival by Shape and Tex-

ture, Pattern Recognition Society Journal 32 (1999).

[6] JAIN, A. K.—VAILYA, A. : Retrieval using Color and Shape,

Pattern Recognition Society Journal 28 (1996).

[7] GONZALES, R. C.—WOODS, R. E. : Digital Image Processing,

Addison-Wesley Publishing Company.

[8] PRATT, W. K. : Digital Image Processing — Second Edition,
Wiley-Interscience, 1991.

[9] CASTELLANO, G.—FANELLI, A. M. : Fuzzy Inference and
Rule Extraction using a Neural Network, Network World Jour-
nal 3, 361–371.

[10] SALEHFA, H.—BENGIAMIN, N.—HUANG, J. : A Systematic
Approach to Linguistic Fuzzy Modeling Based on Input-Output
Data, Proceedings of the 2000 Winter Simulation Conference
J.A. Joines, R.R. Barton, K.Kang, and P.A. Fishwick, eds.

Received 22 October 2004

Rami J. Oweis was born in Jordan in 1970. He received

the MSc degree in 1994 and PhD degree in 1999 in biomed-

ical engineering from the Slovak University of Technology

in Bratislava. Currently, he is an assistant professor at the

Biomedical Engineering Department, Faculty of Engineering,

Jordan University of Science and Technology. His research in-

terests are biomedical electronics, signal processing, and image

processing.

Muna J. Sunna’ was born in Jordan in 1982. She received

her BSc degree in Biomedical Engineering, Jordan University

of Science and Technology, in 2004. Her research interests

are in image processing and related fields, Currently, she is

pursuing a career as a Telecommunication market research

analyst at the Arab Advisors Group-Amman.


