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The paper describes an experiment with using the Gaussian mixture models (GMM) for automatic classification of the speaker age and gender. It analyses and compares the influence of different number of mixtures and different types of speech features used for GMM gender/age classification. Dependence of the computational complexity on the number of used mixtures is also analysed. Finally, the GMM classification accuracy is compared with the output of the conventional listening tests. The results of these objective and subjective evaluations are in correspondence.
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1 Introduction

Automatic identification of age and gender of a person from his/her speech has gained increasing importance in recent years because of its necessity in various commercial, medical, and forensic applications. Generally, human-computer interaction systems should adapt to different needs of the users [1]. In the same way as we adapt our speaking style to the person we are talking to [2], the automatic dialogue system might change speed of its speech synthesis according to the identified user’s age [3]. The interactive voice response system can also select an appropriate background music played while waiting for an operator [4]. Assisted living and smart home systems can also be improved by automatic adaptation to different user needs. Forensic applications dealing with such cases as kidnapping or threatening calls can profit from speaker age estimation in identifying suspected criminals [5]. No less important speaker age estimation is in voice biometry [6].

A pioneering work in automatic speaker age estimation [7] used only two adult groups of 43 elderly and 43 non-elderly speakers with training data of 34 speakers and testing data of 9 speakers, Gaussian mixture models (GMMs) of 32 mixtures with diagonal covariance matrices, features of mel frequency cepstral coefficients (MFCCs), delta MFCCs, and delta power giving about 90% identification. A much more elaborate research [2] divided speakers into 7 classes (children up to 13 years, young males/females up to 19 years, adult males/females up to 64 years, and senior males/females) with 80 speakers in each class and training data of 44 utterances per speaker. Using MFCC features and support vector machines (SVMs) with a GMM supervector the overall precision of about 75% was achieved. The same speech database structure with the age boundaries 15, 24, and 54, the prosodic features, the formant features (mean, standard deviation), and its first derivative together with 128-mixture GMM of 12 MFCCs yielded over 60% classification accuracy [4]. Almost the same boundaries with the exclusion of a child’s voice were used in the support vector machine (SVM) classifier [3] giving up to 5% better classification results than the baseline system. Fusion of several GMM and SVM subsystems using acoustic and prosodic features improved age classification by 4% and gender classification by 6% [8]. A similar approach including also voice quality features was presented in [1] for the age boundaries of 13, 19, and 54 giving again 7 classes with similar improvement. The relative improvement of mean absolute error of around 5% was obtained by using the method of i-vectors applied on telephone conversations [5]. A pitch-range based feature set [9] achieved overall accuracy of more than 60% in age and gender classification using the SVM classifier. The artificial neural net in combination with i-vectors [10] reached the relative improvement of 4.5% in comparison with the support-vector regression baseline. In spite of different age boundaries between the classes, the majority of researchers use 7 classes consisting of 3 classes for each gender and a separate child’s voice class as the gender is not discriminable for the speech of children before puberty.

This paper describes our experiment with using the GMM approach for automatic classification of the speaker age category. The proposed two-level GMM classifier can
detect four age categories (child, young, adult, senior) as well as discriminate gender for all but children’s voices. For the GMM evaluation, the basic and supplementary spectral properties including the supra-segmental parameters were determined from the processed sentences and used in the input feature vectors. The paper next analyses and compares influence of the number of used GMM mixture components and different types of spectral features and supra-segmental parameters on the GMM gender/age classification accuracy, as well as the stability of the resulting gender/age speaker classification process depending on the time duration of the currently classified sentence. In addition, the comparison of the computational complexity (CPU times for the phases of the GMM creation, training, and classification) is performed. Finally, the obtained gender/age classification accuracy values are compared with the results achieved by the conventional listening test which is a standard method for evaluation of naturalness and quality of the synthetic speech [11,12].

2 Subject and method

2.1 GMM-based age classification method

The Gaussian mixture models can be defined as a linear combination of multiple Gaussian probability distribution functions of the input data vector. For GMM creation, it is necessary to determine the covariance matrix, the vector of mean values, and the weighting parameters from the input training data. The maximum likelihood function of GMM is found using the expectation-maximization iteration algorithm [13] controlled by the number of mixtures NGMIX and the number of iteration steps. Most GMM classifiers use the final score of the model given by the maximum overall probability for the corresponding class

$$m^* = \arg \max_{1 \leq n \leq N} \text{score}(T, n), \quad (1)$$

where the \(\text{score}(T, n)\) represents the probability value of the GMM classifier for the models trained for the current \(n\)-th class in the evaluation process, \(N\) is the number of output classes, and \(T\) is the input vector of the features obtained from the tested sentence. This relatively simple and robust approach cannot achieve the best recognition accuracy in all cases. Therefore, for final decision about the classified speaker age in our experiment the method was extended by the calculation of the accumulated score expressed as

$$m_{\text{ACC}} = \arg \max_{1 \leq p \leq M} \bigcup_{i=1}^{P} (m^*(i, p) \equiv i) \quad (2)$$

where \(m^*(i, p)\) represents the value calculated by (1) for the current \(p\)-th frame, \(P\) is the number of the processed frames in the sentence, and the union operator represents the occurrence rate of the \(i\)-th class – see an example in Fig. 1.

Practical realization is carried out in the experimental two-level architecture of the GMM age classifier as shown in Fig. 2. First, the feature vectors are extracted from the input tested sentences. The speaker gender identification block uses the GMM models that were created and trained on the data of the feature vectors obtained from the sentences of the used speech corpora structured in dependence on the speaker gender (child/female/male). In the classification phase, the input feature vectors from the tested sentences are used to obtain the scores that are then sorted by the absolute size and quantized to \(N\) levels corresponding to \(N\) output classes. The second level of developed GMM classifier consists of two classification blocks with the GMM models created and trained on the data of each age class (young/adult/senior) separately for the previously determined speaker gender. The obtained individual values of \(\text{score}(T, m)\) are further used for calculation of the accumulated score \(m_{\text{ACC}}\) that is next subject to \(M\)-level discrimination giving the resulting age class.

2.2 Determination of speech features

In the area of GMM-based speaker [14] and emotional voice classification [15] the most commonly used spectral features are mel frequency cepstral coefficients together with energy and prosodic parameters. The speech feature
analysis in our experiment arises from the previous research [16, 17]. First, the weighted frames of the input sentence are used to calculate the energy contour from the first cepstral coefficient. The beginning and the ending frames of the sentences with the energy lower than the threshold are removed to eliminate very low amplitudes at the onset and the decay of the analysed speech signal. After this limitation, the remaining $P$ frames are used for determination of the fundamental (pitch) frequency $F_0$, and other speech spectral and prosodic properties. However, this approach does not give satisfactory results in itself [17]. Better final classification accuracy can be achieved for $P - 2K$ representative statistical values computed from $W_{\text{AVER}} = 2K + 1$ values around the $i$-th value, where

$$K + 1 \leq i \leq P - K,$$

(3)
evaluated for $1 \leq K \leq \frac{P}{2} - 1$, see the detailed block diagram in Fig. 3.

The feature vectors of the length $N_{\text{FEAT}}$ obtained in this way are stored in the feature databases that are subsequently used for creation and training of the GMM models as documents the summary block diagram in Fig. 4.

The basic as well as the supplementary spectral features are determined from the smoothed magnitude or power spectrum envelope obtained from the analysed speech frame. The basic spectral properties are expressed by the additional statistical parameters:
- the spectral centroid ($S_{\text{centr}}$) being a centre of gravity of the power spectrum and representing an average frequency weighted by the values of the normalized energy of each frequency component in the spectrum;
- the spectral spread ($S_{\text{spread}}$) parameter representing the dispersion of the power spectrum around its mean value,
- the spectral skewness ($S_{\text{skew}}$) being a measure of the asymmetry of the spectrum around its mean value (for negative skewness the data are spread out more to the left; for positive skewness the data are spread out more to the right),
- the spectral kurtosis ($S_{\text{kurt}}$) being a measure of peakedness or flatness of the spectral shape relative to the normal distribution for which it is 3 (or 0 after subtraction of 3),

---

**Fig. 2.** Block diagram of the two-level architecture of the developed GMM age classifier

**Fig. 3.** Detailed block diagram of determination of the feature vectors from the speech signal
Table 1. Structure of the Czech and Slovak speech corpus for the GMM age classification

<table>
<thead>
<tr>
<th>Category</th>
<th>No of speakers</th>
<th>No of sentences (s)</th>
<th>DURmean (s)</th>
<th>F0mean (Hz)</th>
<th>AgeMean (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child</td>
<td>7</td>
<td>177</td>
<td>3.2</td>
<td>315</td>
<td>10</td>
</tr>
<tr>
<td>Young (Male)</td>
<td>7</td>
<td>81</td>
<td>3.1</td>
<td>165</td>
<td>23</td>
</tr>
<tr>
<td>Adult (Male)</td>
<td>6</td>
<td>118</td>
<td>3.5</td>
<td>165</td>
<td>40</td>
</tr>
<tr>
<td>Adult (Female)</td>
<td>6</td>
<td>98</td>
<td>3.4</td>
<td>165</td>
<td>40</td>
</tr>
<tr>
<td>Senior (Male)</td>
<td>6</td>
<td>109</td>
<td>3.4</td>
<td>80/150^()</td>
<td>60</td>
</tr>
<tr>
<td>Senior (Female)</td>
<td>6</td>
<td>97</td>
<td>3.6</td>
<td>240/150^()</td>
<td>62</td>
</tr>
</tbody>
</table>

* The senior speech F0 distribution has two local maxima.

- the spectral flatness ($S_{fla}$) providing an indication of the degree of the signal periodicity determined as a ratio of the geometric and the arithmetic mean values of the power spectrum.
- Cepstral coefficients $\{c_n\}$ obtained during the process of cepstral analysis give information about spectral properties of the human vocal tract [19], so they can also be used in the feature vector for GMM classification. As the supplementary spectral features the following parameters are determined:
  - the first two formant frequencies ($F_1$, $F_2$) and their ratio ($F_1/F_2$),
  - the spectral decrease (tilt – $S_{til}$) representing the degree of fall of the magnitude or power spectrum, calculated by the least-mean-squares linear regression method,
  - the harmonics-to-noise ratio (HNR) as another indicator of the overall periodicity of the speech signal by the ratio between its periodic and aperiodic components,
  - the spectral entropy (SE) quantifying a degree of randomness [18] of spectral probability density represented by the normalized frequency components of the spectrum (for structured speech it is lower; for non-structured speech it is higher). The supra-segmental features are determined from the pitch frequency (F0) contour in the following steps:
    - calculation of the virtual F0 (VF0) contour obtained by cubic interpolation in unvoiced parts of the speech signal,
    - determination of F0mean values from the VF0 contour and calculation of the linear trend (LT) by the mean square method,
    - calculation of the differential microintonation signal $F0_{DIF}$ by subtraction of $F0_{mean}$ and LT values from the corresponding VF0 contour and detection of zero crossings to determine $F0_{ZCR}$,
    - calculation of the absolute jitter ($J_{abs}$) values as the average absolute difference between consecutive pitch periods $L$ measured in samples,
    - calculation of the shimmer as the relative amplitude perturbation ($AP_{rel}$) from peak amplitudes detected within the $n$-th voiced speech frame.

3 Material, experiments and results

The main speech database consists of short declarative sentences in Czech and Slovak originating from stories and audio books uttered by professional speakers or actors in a neutral state (excluding the child category). Original MP3 stereo audio signals sampled at 44.1 kHz were converted to 16-bit PCM mono audio signals resampled to 16 kHz. The main speech corpus is divided into three basic speaker gender categories: male, female, and child. Adult voices are subdivided into another three age categories so the resulting seven age classes are stored:

a) Child – up to 12 years,
b) young male/female – up to 25 years,
c) adult male/female – up to 55 years,
d) senior male/female – over 55 years.

The frame length for speech signal analysis was set according to the speakers’ mean F0 values as 24/20/12 ms for the male/female/child voices. The pitch frequency contour was created with the help of the PRAAT program [19] by the autocorrelation method with experimentally chosen pitch frequency ranges as follows: 250 ÷ 400 Hz for children’s voices, 55 ÷ 200 Hz for male voices, and 105 ÷ 300 Hz for female ones. The basic information and determined parameters of the used speech material are given in Table 1.

In accordance with the previous research results [12,16,17] the length of the input feature vector was set to \( N_{\text{FEAT}} = 16 \). The feature sets for GMM creation, training, and classification contain the speech features determined from the spectral envelopes (centroid, flatness, skewness, kurtosis, spread, and tilt), the supplementary spectral parameters (HNR, \( F_1/F_2, \) SE), and the suprasegmental parameters (F0, jitter, and shimmer). The basic statistical parameters — mean values and standard deviations (std) — were used as the representative values in the feature vectors for GMM evaluation of the spectral features. In the case of cepstral coefficients \( c_1 \sim c_4 \) the histograms of distribution were also calculated and the extended statistical parameters (skewness and kurtosis) were subsequently determined from these histograms. On the other hand, median values, ranges of values, std, and/or relative maximum and minimum were used for implementation of the suprasegmental speech parameters in the feature vectors as shown by their detailed structure in Table 2.

Two basic comparison experiments were performed within the research described in this paper. The first one was the objective automatic classification of the speaker age category using the GMM-based method together with the detailed comparison of the obtained results using the gender classifier (first level) called “1Lg”, the age classifier (second level) called “2Lmf”, and the whole two-level GMM architecture denoted as “12Lall”. The second comparison experiment comprised the subjective speaker age classification using the conventional listening test carried out manually. For optimization of GMM classification the analysis and comparison was aimed at investigation of

- Influence of the number of applied Gaussian mixtures on the speaker gender classification accuracy in (\%) for the 1st level of the developed GMM classifier

\[ \text{Table 2. Structure of the used feature sets for the GMM age classification} \]

<table>
<thead>
<tr>
<th>Set</th>
<th>Feature type</th>
<th>Statistical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>{HNR, spectral decrease, centroid, SFM, SE, F0_{\text{DIFF}}, jitter, and shimmer}</td>
<td>{min, rel. max, min, mean, std, median}</td>
</tr>
<tr>
<td>P1</td>
<td>{spectral spread, decrease, centroid, SFM, HNR, F0_{\text{DIFF}}, F0_{\text{ZCR}}, jitter, and shimmer}</td>
<td>{mean, median, std, rel. max, min, max}</td>
</tr>
<tr>
<td>P2</td>
<td>{F_1/F_2, spectral decrease, centroid, HNR, SFM, SE, F0_{\text{DIFF}}, jitter, and shimmer}</td>
<td>{mean, std, median}</td>
</tr>
<tr>
<td>P3</td>
<td>{F_1, F_2, F_1/F_2, spectral decrease, HNR, SFM, SE, F0_{\text{DIFF}}, jitter, and shimmer}</td>
<td>{skewness, kurtosis, std, mean, median, rel. max, max}</td>
</tr>
<tr>
<td>P4</td>
<td>{c_1 \sim c_4, spectral decrease, centroid, SFM, SE, F0_{\text{DIFF}}, jitter, and shimmer}</td>
<td>{skewness, kurtosis, mean, std, median}</td>
</tr>
</tbody>
</table>

- Influence of the used window length \( W_{\text{AVER}} \) for the speech feature determination on the GMM gender classification accuracy in (\%) for the 1st level of the GMM classifier

\[ \text{Table 3. Influence of the number of applied Gaussian mixtures on the speaker gender classification accuracy in (\%) for the 1st level of the developed GMM classifier} \]

<table>
<thead>
<tr>
<th>Gender/( N_{\text{GMIX}} )</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>48</th>
<th>64</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child</td>
<td>89.8</td>
<td>96.1</td>
<td>94.9</td>
<td>96.0</td>
<td>94.9</td>
<td>94.4</td>
</tr>
<tr>
<td>Male (Y+A+S)</td>
<td>95.3</td>
<td>97.7</td>
<td>99.3</td>
<td>98.6</td>
<td>99.2</td>
<td>96.9</td>
</tr>
<tr>
<td>Female (Y+A+S)</td>
<td>64.0</td>
<td>84.4</td>
<td>90.4</td>
<td>91.7</td>
<td>98.1</td>
<td>94.8</td>
</tr>
<tr>
<td>Mean (std)</td>
<td>83.1 (16.7)</td>
<td>92.7 (7.3)</td>
<td>94.8 (4.5)</td>
<td>95.4 (3.5)</td>
<td>97.4 (2.2)</td>
<td>95.4 (1.4)</td>
</tr>
</tbody>
</table>

b) young male/female – up to 25 years,
c) adult male/female – up to 55 years,
d) senior male/female – over 55 years.
Influence of different types of the input feature sets $P_0 \sim P_4$ on the speaker gender classification accuracy for the $1^{st}$ level.

Fig. 6.
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<table>
<thead>
<tr>
<th></th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child</td>
<td>0</td>
</tr>
<tr>
<td>Male (Y+A+S)</td>
<td>4</td>
</tr>
<tr>
<td>Female (Y+A+S)</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 6 and detailed bar-graphs in Figures 6 and 7 for the $1^{st}$ and the $2^{nd}$ classification level.

- Stability of the resulting gender/age speaker classification process depending on the time duration of the currently classified sentence – see Figures 8 and 9.
- Comparison of computational complexity: CPU times for the phases of the GMM creation, training, and classification in dependence on the used number of mixtures; presented in detail by Table 7.

The comparison was performed per structure parts of the developed GMM classifier: for the speaker gender – $1^{st}$ level, and for the speaker age ($2^{nd}$ level – integrated for male and female voices) as documented by the detailed results in the form of the 2D confusion matrices.
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The comparison was performed per structure parts of the developed GMM classifier: for the speaker gender – $1^{st}$ level, and for the speaker age ($2^{nd}$ level – integrated for male and female voices) as documented by the detailed results in the form of the 2D confusion matrices.

Fig. 7. Influence of the number of applied Gaussian mixtures on the speaker age classification accuracy for the $2^{nd}$ level (joined values for males and females)
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4 Discussion of obtained results

From the basic description of the used speech material introduced in Table 1 follows that the senior speech F0
distribution has two local maxima for males as well as for females. This interesting result of our analysis might be a reason for rather contradicting phonetic research of the aged voice. Generally, typical of “old” voices by the listeners’ opinion is lower pitch [21]. On the other hand, relatively high pitch of the geriatric voice was reported [22]. Another studies differentiating between male and female voices state that the mean fundamental frequency increases in older males while it remains constant or decreases in older females [23]. It means that the mean F0 will not be very useful for distinguishing of senior voices. The F0 range included in the speech feature vector helps more as the vocal ageing is accompanied with the reduced pitch range [24].

The obtained results of the first auxiliary task concerning the influence of the used number of Gaussian mixtures on the classification accuracy shows, that the maximum of 128 mixtures does not bring significant increase of the classification accuracy. It is most visible in the case of the 1st level of the tested GMM classifier (compare the mean values in Table 3). Greater influence of the number of used mixtures is observed in the 2nd classification level — compare bar-graph values in Fig. 5. In both cases, the minimum accuracy can be found when the small number of mixtures (of 8) was used. The subsequent evaluation of the influence of different window lengths \( W_{\text{AVER}} \) for the speech feature determination has shown a local maximum of the achieved gender/age classification accuracy for \( K \) in the interval from 10 to 15 with slight differences for the male and the female voices (see the values in Tables 4 and 5 separately for both classification levels). It can be explained by the fact that for \( K > 15 \) the representative values in the feature vectors are too averaged — so they cannot reflect local changes in the speech signal. Thus, the value \( K = 10 \) (\( W_{\text{AVER}} = 21 \)) was chosen for next experiments.

The next auxiliary experiment is aimed at finding the suboptimal structure of the input feature set for the whole
two-level GMM gender/age classifier. The gender classification accuracy values are relatively balanced as documented by Table 6. Some types of speech features are not sufficient for this identification task, especially those based on formant frequencies; see the worst results for the set P2 (94% for the gender classification accuracy and 81% for the age classification accuracy in the 2nd level). On the other hand, using the first four cepstral coefficients (their skewness and kurtosis values — see the structure of the feature set P4 in Table 2) helps to achieve the best speaker age accuracy of 95%. The applied number of mixtures has a great influence on the computational complexity (the measured CPU time) for creation and training of the GMM models but its impact on duration of the identification phase is negligible. In the case of GMM creation the use of the maximum number of mixtures has a great influence on the computational complexity (the measured CPU time) for creation and training of the GMM models but its impact on duration of the identification phase is negligible. In the case of GMM creation the use of the maximum number of mixes 128 mixtures increases the CPU time more than 11 times compared with 8 mixtures — see values in Table 7. According to these results, the settings of initial parameters for the whole GMM classifier were chosen as follows: \(N_{\text{GMM}}=64\) with using the feature set P0 for the 1st level and \(N_{\text{GMM}}=128\) together with the feature set P4 for age classification at the 2nd level. From our stability determination in Figures 8 and 9). It holds for both levels of the proposed GMM speaker gender/age classifier currently developed for testing of a continuous speech (ie sentences – not isolated words).

The realized comparison of the speaker’s age classification accuracy based on GMM approach and standard listening test shows that the children voice was detected with approx. 100% in both comparison experiments — see the bar-graph in Fig. 11a. In contrast to previous results, the adult voice (male as well as female) was identified worse using the GMM classifier. The listening test results are consistent with the finally achieved low values of the mean recognition accuracy — 63% for the young-female and 67.8% for the young-male categories in contrast to 100% accuracy for the child category. From the listeners’ feedback information follows that it was very easy to detect the children’s voices, on the other hand, the young female voices as well as the young male voices were often confused with the adult ones as documented by the confusion matrix in Fig. 11b.

5 Conclusion

The performed experiments have successfully confirmed that the proposed two-level architecture of the
speaker gender/age GMM classifier is correct and the system is practically functional. A critical issue is a correct function of the first block (the gender type recognizer) as the age class determination block operates with different models trained for the male and the female voices. In the case of wrong determination (gender class exchange) it occurs that the resulting age classification accuracy is decreased.

The second aim of this work — to find an alternative approach to the standard listening tests for evaluation of speech quality — was successfully attained. It is important especially in the cases when the audible differences of the evaluated sentences were too small or hardly recognizable by listeners, or there existed a problem with their collective realization, etc. In addition, the distributed listening test execution brings one principal disadvantage of having no feedback information about the evaluators’ hearing conditions, due to their individual connection to our internet server. They may use earphones, headphones, or even external loudspeakers, although we suppose that majority uses headphones. The main advantage of the developed GMM-based classification system is that it works automatically without human interaction and the obtained results can be numerically matched as the objective comparison criterion.

From the detailed analysis of the computational complexity (CPU time) follows that in the current realization of the GMM age classifier (in the Matlab environment) the identification phase of the tested sentence runs more than 1 second, so this processing must be run off-line. It is assumed that after the program optimization and implementation in a higher programming language such as C++, C#, or Java, the real-time processing will be available. In near future, we will try to test the GMM evaluation using larger speech databases as well as the ones spoken in other languages (English, German), and finally we plan to test the performance of the proposed GMM-based gender and age classification method using a speech corpus consisting of signals under low SNR conditions (eg the well-known NTIMIT database) or to train the model on the noise-free database and adapt it to the noise conditions in a similar way as for speech recognition [25].
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