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Convolutional fuzzy neural network based
symbol detection in MIMO NOMA systems

Muhammet Nuri Seyman1

One of the most important tasks to be considered in wireless communication systems, especially in multi-carrier systems
such as Multi-Input Multi Output Non-Orthogonal (MIMO-NOMA), is to correctly estimate the channel state information
for coherent detection at the receiver. A hybrid deep learning model, called convolutional fuzzy deep neural networks, is
proposed in this study for accurately estimating channel state information and detecting symbols in MIMO-NOMA systems.
The performance of this proposal has been compared to traditional algorithms like Least Square Error- Successive Interference
Cancelation (LS-SIC) and linear minimum mean square (LMMSE-SIC), as well as to other deep learning methods such as
convolutional neural networks. With this proposed scheme, significantly less bit error rate is obtained in both Rician and
Rayleigh channel environment compared to other algorithms. In addition to the high performance of this scheme, the fact
that it does not need channel statistics is another important advantage.
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1 Introduction

The growing demand for high data rate internet,
streaming services, and data-intensive applications has
led to the development of various technologies and tech-
niques for achieving high data rates. The limited available
frequency band is one of the biggest obstacles to high-rate
data transmission. In order to overcome this obstacle,
multi-carrier systems are used that provide spectral effi-
ciency and, as a result, high data rate transmission by us-
ing the bandwidth in the most efficient way. Multiple user
data is multiplexed in the code or power domain utiliz-
ing the same time and frequency resources in the NOMA
technology, which is one of the multi-carrier systems and
also forms the backbone of 5G mobile communication.
Spectral efficiency, multi-user support, lower latency and
quality of service (QoS) are the most important advan-
tages of NOMA [1,2]. In addition, MIMO-NOMA, which
is obtained by combining the NOMA system with the
multi-antenna structure, will not only increase the resis-
tance of the system to the effects of multipath fading,
but also provide less power consumption, reduced bit er-
rors and a remarkable capacity increase [3]. To detect
the signals of each user at the receiver in the multi-user
NOMA approach, a traditional method SIC is employed.
In the SIC method, the user signal with the strongest
signal value is extracted first from the total signals of dif-
ferent users transmitted at the same time and frequency
domain, and this process is repeated until the signal of
the lowest power user. However, if the number of users in
the system is high, the complexity and energy usage of
the receiver will increase, and if any of the users has an
error in the signal detection, the other users’ signals will

also be incorrectly detected. The number of users in the
system will be reduced as a result of this.

One of the primary issues in NOMA systems is pre-
cisely estimating the channel state information (CSI) of
the users for coherent symbol detection. The process of
estimating the parameters of the communication chan-
nel between the receiver and the transmitter is known
as channel estimation. This information is crucial for
the receiver to decode the transmitted signal correctly.
There are various techniques used for channel estimation
in NOMA systems, each with their own advantages and
disadvantages. Some of the most commonly used tech-
niques include pilot-based estimation such as MMSE and
LS techniques. These techniques are of great importance
in NOMA systems as they enable the receiver to accu-
rately decode the superimposed signals and thus improve
the overall system performance. The LS method estimates
CSI by reducing the sum of squared error between the re-
ceived and transmitted signals. It is a linear estimator
that assumes that the channel is time-invariant and that
the noise is white and Gaussian. MMSE channel estima-
tion is an improvement over LS channel estimation, as
it accounts for the effect of noise on the channel estima-
tion. It estimates the CSI by minimizing MSE between
the received and transmitted signals while also consider-
ing noise power and channel correlation. Since the MMSE
algorithm needs statistical data of the channel, which is
difficult to obtain in real-time transmission, it is not pos-
sible to use this algorithm practically. Since the MMSE
algorithm needs statistical data of the channel, which is
difficult to obtain in real-time transmission, it is not pos-
sible to use this algorithm practically. Although the LS al-
gorithm is easy to use, the inadequacy of the performance

1Electrical and Electronics Engineering Department, Bandirma Onyedi Eylul University,Bandirma, Turkey, mseyman@bandirma.edu.tr

https://doi.org/10.2478/jee-2023-0009, Print (till 2015) ISSN 1335-3632, On-line ISSN 1339-309X
c©This is an open access article licensed under the Creative Commons Attribution-NonCommercial-NoDerivs License

(http: //creativecommons.org/licenses/by-nc-nd/3.0/).



Journal of ELECTRICAL ENGINEERING 74(2023), NO1 71

of this algorithm in fading channels limits the usability
of this algorithm. [4]

Recently, there has been a considerable increase in
interest in employing deep learning neural networks to
solve these issues. The most important advantages of deep
learning neural networks are their learning capabilities,
flexible solutions in solving nonlinear problems, easing
the hardware load by using few parameters, and paral-
lel processing capabilities. To address the issues of chan-
nel estimation and symbol detection for wireless com-
munication platform, many types of deep learning neu-
ral networks have been proposed in the literature [4-13].
For instance, in [5], the performance of the signal detec-
tor created with convolutional neural networks has been
compared with the SIC and then better symbol error
rate was obtained. In the studies [6 -8], deep learning
neural networks has showed a better BER performance
than LS and MMSE methods. In [9], convolutional neu-
ral network (CNN) -based deep learning methods have
been used to reduce the mean square error to estimate
the CSI in MIMO systems in transmission state in time
varying channels and quasi-static fading channels. In ad-
dition, in [10], long short-time deep learning, which is a
kind of deep learning for OFDM systems, has been pro-
posed. Another application of the deep learning neural
networks in symbol detection is the work done in [11] for
NOMA systems. Deep learning-based channel estimators
also perform well over various channel environments. In
order to evaluate their performances over realistic and
fading channels, the transmission states have been exam-
ined in [12] for the real mobile transmission channel, and
in [13] for the frequency selective channels respectively.
It is clear from these studies that deep learning neural
networks have an effective solution for symbol detection
in multi-carrier systems and have achieved a remarkable
performance improvement over classical technique.

The deep neuro fuzzy technique, which was developed
by integrating CNN with fuzzy systems, has been pro-
posed in recent years and has increased approximation
function and system performance while handling nonlin-
ear issues compared to convolutional neural networks [14-
19]. Deep convolutional fuzzy neural (CFNN) network has
started to be used effectively to solve many problems such
as classification and image processing. For example, emo-
tional classification was performed from multimodal au-
dio, text and video data with CFNN networks created
by combining fuzzy logic and convolutional neural net-
works, and successful results were obtained in the study
in [17]. Also in the study in [18], the proposed fuzzy con-
volutional neural networks provided an increase in per-
formance compared to classical methods in the sentiment
classification task problem.

This study presents the use of CFNN for symbol de-
tection in MIMO-NOMA and demonstrates a significant
improvement in performance when compared to the CNN
and traditional methods found in the literature. To the
best of our knowledge, it is the first time that the CFFN

that is used for symbol detection. In addition, another ad-
vantage of the proposed method is that it does not need
any statistical data of the channel.

2 MIMO-NOMA system model

For a multi-user MIMO- NOMA with M receiver and N
transmitter antennas transmitted signal from base station
can be represented as

T = Px, (1)

where P represent the N×N precoding matrix and N×1
information vector symbol vector x can be given as

x =




x1,1

√
Pmaxη1,1 + · · ·+ x1,i

√
Pmaxη1,i

...
xn,1

√
Pmaxηn,1 + · · ·+ xn,i

√
Pmaxηn,i


 , (2)

where ηn,k is power allocation coefficient and xn,k is
information signal for i − th user in the n − th cluster.
Then the observed signal can be written as

yn,i = Hn,iPx +Nn,i, (3)

where Nn,1 denotes white Gaussian noise (independent,
identically distributed) and Hn,1 is the channel matrix
between i− th user in the n− th cluster and BS. In case
of detection vector rHn,1 is applied, the observed signal

can be represented as

rHn,iyn,i = rHn,iHn,ipn

K∑

i=1

xn,i

√
Pmaxηn,i+

+

N∑

l=1,l 6=n

rHn,iHn,iplxl

︸ ︷︷ ︸
(Intra and inter)cluster interference

+rHn,iNn,i

, (4)

where xl is the k -th row of x Then the signal can be
simplified as

rHn,iyn,i = rHn,iHn,ipn

K∑

i=1

xn,i

√
Pmaxηn,i + . (5)

Here (.)H is the Hermitian transpose, [1-3].

3 Convolutional fuzzy neural

network for symbol detection

CFNN is a type of deep learning method that combines
the ideas of fuzzy logic and CNN. In CFNN, features are
extracted from the input data by a convolutional layer
and processed by a fuzzy layer. Each feature is assigned
a membership degree by the fuzzy layer, which repre-
sents the degree to which it belongs to a certain class
or category. This allows the network to handle impre-
cise or uncertain data, making it well-suited for tasks in
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Fig. 1. CFNN structure

channel estimation. A common architecture for a CFNN
includes convolutional layers for extracting features from
input data and a fully connected layer, which is often
identical to that of a standard CNN. The key distinction
is the presence of a fuzzification layer that transforms
the input data into a fuzzy representation. This allows
the network to handle imprecise or uncertain data, and
make use of the advantages of fuzzy logic in estimation
process. The fuzzification layer can be implemented us-
ing various methods such as membership functions, fuzzy
sets or fuzzy logic operators. The output of the fuzzifica-
tion layer is then processed by the convolutional and fully
connected layers, to finally make a decision on the output
class. In the CFNN, the fuzzification-layer processes the
input data to create a fuzzy logic representation [18-19].
The CFNN structure is depicted in Fig. 1.

Fuzzy membership functions are used in fuzzy logic
reasoning and decision-making to assign a membership
grade, or degree of membership, to each element in a
matrix S based on membership functions that map the
input data to a value between 0 and 1, with 0 indicating
no membership and 1 indicating full membership.

To obtain the fuzzy sets

S̃ = fuzzification(sk,l|csk,l), (6)

by utilizing the max-product operation

xk,l = possibility(xk,l|G̃Fk,l)

= max
s∈S

(
G̃Fk,lδ(s− sk,l)

), (7)

to compute the possibilities of the input and output data

belonging to fuzzy members G̃Fk,l in the universe of
discourse.

Here the input fuzzy membership function is cs, and
the indices of element s in the input matrix S are k and
l, and δ(s− sk,l) represents the Kronecker symbol.

The fuzzy convolutional process is composed of three
stages: fuzzy convolution, nonlinearity, and pooling, which
make up each layer. The fuzzy convolutional process

xk,l =

m−1∑

a=0

m−1∑

b=0

Wµs(k+a)(l+b), (8)

entails applying fuzzy convolutional filters to 2D inputs.
The fuzzy convolutional filters

Wµ = fuzzification
(
W ), (9)

are calculated using (6) with the original convolutional
filter, W.

The output achieved from the fuzzy convolution stage
is transformed through a non-linear transformation

tk,l = σ(sk,l), (10)

where σ(.) represents the activation function of the con-
volutional layer. Pooling is the final stage, which sum-
marizes the statistics of neighboring outcomes following
feature extraction. This step aids in making the repre-
sentation insensitive to input translation while also po-
tentially reducing the quantity of input to the following
fuzzy convolutional layer.

The CFNN’s fully connected layer is functioning as
a classifier using crisp values from the center of gravity
method of defuzzification, represented by

zk = defuzzification(sk) =

∑
Ctsk∑
sk

, (11)

where Ct is the center of the defuzzification membership
function and

Ck = fullyconnected(zk), (12)

is the classifier’s output, [18-19].

3.1 Training process of CFNN

The output error is assessed using cross entropy as a
loss function

E = −
1

N

N∑

n=1

[
tk log(t̂k) + (1− tk)log(1− t̂k)

]
, (13)

where t̂ denotes the target, t – represents the classifier
output, and N is the number of samples [18-19].
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The model’s parameters are trained with a traditional

back-propagation technique and a cross-entropy loss func-

tion

Wfc(q + 1) = Wfc(q)− αfc
∂E

∂Wfc
, (14)

to update the weight.

The update of the defuzzification membership func-

tions

ct(q + 1) = ct(q) + αct∇ct , (15)

the learning rate of updating the center is represented by

αcy), tq+1 – is the target output, and t̂q+1 is the model’s

actual output.

The centre value Cw and the variance σ of the fuzzi-

fication membership function of the convolution layer’s

weight can be computed with the learning rate αcw .

4 Simulation results

The performance of the proposed channel estimator

has been evaluated by examining the transmission states

of the MIMO-NOMA system with various antenna num-

bers in both Rayleigh and Rician channels. The perfor-

mance of the proposed CFNN-based symbol detector was

evaluated by comparing it with LS-SIC, LMMSE-SIC al-

gorithms, which are classical techniques and CNN-based

symbol detector, which is deep learning type. Fig. 2 shows

the SNR-BER values of the channel estimators in the

MIMO-NOMA system with 2×2 antenna numbers over

Rician Fading channel. Although LS-SIC is the most eas-

ily applicable symbol detector among the other detector,

the LS-SIC has the worst performance. For example, even

with LMMSE-SIC, which has the closest performance to

LS, there is an SNR difference of 8.5 dB at a BER of
10−1 . The proposed CFNN-based detector has the best

BER performance value, both at low SNR and high SNR

values.
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Fig. 2. BER values of 2×2 MIMO-NOMA over Rician fading

channel

Transmission in the Rayleigh channel is examined in
Fig. 3 to see how the symbol detectors perform in the
transmission condition in the channel with high distortion
effects. As can be seen from Fig. 3, there is no decrease in
the performance of the proposed algorithm even when the
channel conditions deteriorate. Moreover, it has a 3 dB
SNR gain of 10−2 BER from CNN, which has the closest
performance value. This gain value is 4 dB according to
the LMMSE-SIC, which has the best value among the
classical algorithms.
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Fig. 3. BER values of 2×2 MIMO-NOMA over Rayleigh fading
channel
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Fig. 4. BER values of 4×4 MIMO-NOMA over Rician fading
channel

Figure 4 shows the SNR-BER graph of the transmis-
sion state of the NOMA system with a 4x4 antenna struc-
ture over the Rician channel. The high number of anten-
nas in communication systems helps to reduce data errors
caused by the channel. In this system, where the number
of antennas is increased, it is seen that the errors are
significantly reduced compared to the 2x2 system. In ad-
dition, the performance of the symbol detectors increased
with the increase in the number of antennas. As can be
seen from the related figure, the CFNN technique has
maintained its performance superiority over other meth-
ods in systems with 4×4 antenna numbers. On the other
hand, it is seen that the proposed method has the best
performance in a channel with disturbing channel condi-
tions. For example, considering the values obtained at
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10−3 BER; in the case of using the CFNN technique
for symbol detection, 2-, 4- and 11-dB SNR gains were
obtained compared to CNN, LMMSE-SIC and LS-SIC,
respectively. In addition, the BER values in Fig. 5 were
obtained to observe the performance of the symbol detec-
tors in the Rayleigh fading channel in the 4×4 system.
As with the other obtained graphs, the proposed CFNN
technique has better BER values than both the classical
techniques and the CNN technique.
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Fig. 5. BER values of 4×4 MIMO-NOMA over Rayleigh fading
channel

5 Conclusion

This study proposes the use of the CFNN model, a
hybrid deep learning approach that combines the bene-
fits of deep learning and fuzzy logic techniques for symbol
detection in MIMO-NOMA systems. Transmission states
over Rayleigh and Rician channels are evaluated to assess
the efficacy of the proposed approach. With this proposed
method, better bit errors rate performance was obtained
than the compared CNN, LMMSE-SIC and LS-SIC in
the study even when the channel has high distortion. Al-
though the performance of LMMSE-SIC is acceptable for
MIMO-NOMA systems, the need for channel statistics
information of this algorithm makes it practically unap-
plicable. From the results obtained, it is clearly presented
that the CFNN method has a remarkable performance
for symbol detection problem in MIMO-NOMA systems
besides it can also be used in different multiplexing meth-
ods.
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