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Human activity recognition with fine-tuned CNN-LSTM 

 

Erdal Genc1, Mustafa Eren Yildirim2,3, Yucel Batu Salman4 

 

Human activity recognition (HAR) by deep learning is a challenging and interesting topic. Although there are robust models, 

there is also a bunch of parameters and variables, which affect the performance such as the number of layers, pooling type. 

This study presents a new deep learning architecture that is obtained by fine-tuning of the conventional CNN-LSTM model, 

namely, CNN (+3)-LSTM. Three changes are made to the conventional model to increase the accuracy. Firstly, kernel size is 

set to 1×1 to extract more information. Secondly, three convolutional layers are added to the model. Lastly, average pooling is 

used instead of max-pooling. Performance analysis of the proposed model is conducted on the KTH dataset and implemented 

on Keras. In addition to the overall accuracy of the proposed model, the contribution of each change is observed individually. 

Results show that adding layers made the highest contribution followed by kernel size and pooling, respectively. The proposed 

model is compared with state-of-art and outperformed some of the recent studies with a 94.1% recognition rate. 

Category: smart and intelligent computing 
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1 Introduction 

Human activity recognition (HAR) has been one of 

the most studied fields in today’s era. Several techniques 

have been applied for video surveillance systems, fall 

detection analysis, and virtual reality (VR) games. Most 

of the HAR methods need infrastructural support even if 

computer vision-based methods are decent to recognize 

human activity. For instance, the installation of video 

cameras is required in monitoring applications. One of 

the efficient approaches for the recognition process is to 

analyze the data collected by the inertial measurement 

unit (IMU) sensors which are settled on a person’s body 

[1, 2]. Moreover, IMU can be installed on a smartphone 

so that the action motions of a person can be analyzed.  

The capture of certain patterns during an activity is 

significant for understanding that activity. Discovering 

activity patterns can sometimes relate to finding 

unknown patterns that come directly from a sensor 

without describing a predefined model or a presumption. 

The majority of the existing models for HAR have a high 

complexity. This leads to high computation time. On the 

other hand, the models with low complexity cannot 

supply high accuracy for recognition. Thus, this paper 

aims to provide high accuracy with low computation 

time. 

This paper proposes a convolutional neural network 

(CNN) based on deep learning architecture for HAR 

purposes. We did three modifications to the conven-

tional CNN architecture. First, we added three convo-

lutional layers to the model. Second, kernel size is set to 

1×1 for the feature extraction stage. At last, we used 

average pooling rather than max-pooling. The extracted 

features are fed into the LSTM module for action 

recognition. The analysis and results of the proposed 

model are given in further sections. 

 

2 Related work 

In computer vision, vision-based HAR is a major 

portion of human monitoring applications [3]. There are 

a vast amount of HAR based publications in the litera-

ture [4], including gesture-based interactive games and 

physical therapy [5], etc.  

Instead of using a keyboard and mouse, human 

gesture movements ideally can be utilized in human-

computer based intelligent systems. While hand move-

ments can conduct presentations flow [6] in terms of 

previous or following pages, employees can also gain 

experience and learn new methods about manufacturing 

steps [7].  

By focusing on HAR and pose estimation, a system 

can employ fall detection, as it is a vital issue for 

disabled and elderly people. An intelligent system that 

works with only a blinking eye is an example of it [8]. 

On the other hand, trying to understand human mental 

capabilities is another study field. It can be done by 
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observing the relations and movements of people in 

a real-world environment. In [9], the authors introduced 

a study examining young children’s process of learning 

and the development of cognition. 

In Balloon Game and Microsoft Xbox [10], the body 

movements of players can be utilized to conduct a game. 

Assistance systems of the smart drive are also feasible 

by checking a driver’s body [11]. According to the 

driver’s behavior and posture analysis, awareness of 

a driver is observed [12]. Besides, the interaction 

between the driver’s head and finger can be compared to 

check whether the driver is distracted or not [13].  

Intelligent systems can also be used in these fields 

such as parking lots and transportation in public [14]. 

Video annotation has become significant since there are 

tons of videos that are recorded, shared, uploaded, and 

downloaded these days. Therefore, annotating a video of 

a football game or a broadcast for outdoor sports can be 

very useful [15].  

 

3 Proposed CNN (+3)-LSTM model 

3.1 Convolutional neural networks 

Deep learning helps us to understand and identify an 

unknown image without feature extraction manually.  

 

It extracts features and classifies images by self-learning 

from many input images. CNN is a widely used deep 

learning scheme for feature extraction.  

CNN consists of one or several different convo-

lutional layers. Fully connected layers are sometimes 

attached to these convolutional layers. The main idea of 

CNN is to analyze the input that is most likely to be a 2D 

image. The algorithm also has a loss function in the last 

layer to calculate the loss and increase the performance.  

Visual mechanisms that are used by animals are also 

used by CNN`s. Hubel and Wiesel specified two cell 

types in the vision area of the brain in their paper [16]. 

Simple cells, straight edges maximize the output 

according to relative positions within their receptive 

field. In complex cells, there are larger receptive fields 

and edge positioning does not affect the output. 

A CNN consists of a variety of convolutional and 

subsampling layers, fully connected layers added at the 

end. The inspiration for using activation functions is 

coming from biological neurons. It consists of multiple 

layers such as convolutional, pooling, fully connected 

layer, and weights of each operation. This method is 

highly in use in today’s deep learning era specifically for 

human activity recognition.  

 

Fig. 1. The flow of the proposed model 

 

 

3.2 Flow of the proposed model 

In this work, a camera-based system is proposed. 

Features from the dataset are extracted by CNN and 

output data are transferred to LSTM. Figure 1 gives the 

flowchart of the proposed model. Captured frames of the 

dataset with certain activity are given into the proposed 

CNN model for feature extraction. Output features are 

given to the LSTM module for classification.  

In this study, the proposed method has three 

contributions: the change in kernel size, convolutional 

layer, and lastly the pooling type.  

 

 

  Extract features (CNN) 
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3.3 Change in kernel size 

In this study, the proposed model is based on the 

conventional LeNet model [16] for feature extraction. 

LeNet is one of the first models of convolutional neural 

networks in literature. It uses 3×3 convolutional kernels. 

Although 1×1 convolution is considered a feature 

pooling, or dimension reduction layer, it acts as  

a coordinate-dependent transformation in the filter space 

[17]. Although this operation is linear, it is followed by 

a non-linearity function like ReLU. The transformation 

then is learned through stochastic optimization (such as 

stochastic gradient descent (SGD)).  

In the proposed method, these kernel sizes are set to 

1×1 for all layers. The resolution of the images in the 

used dataset is 160×120 that is smaller than the default 

sizes in other deep learning methods. Thus, using the 

1×1 kernel treats each pixel as a feature and extracts 

complex features from the low-resolution image. 

 

3.4 Change in convolutional layers 

Adding convolutional layers to a network may 

increase the overall accuracy. However, if overdone, it 

may cause vanishing/exploding issues [18], preventing 

the network from converging to the global minima. 

Normalization techniques such as batch normalization 

enable networks to start converging while enabling the 

addition of more convolutional layers [19].  

As deep neural networks are on the verge of 

convergence, a degradation problem occurs; accuracy 

saturates, and drops rapidly afterward. This issue is not 

due to overfitting; moreover, adding more layers to a 

candidate model causes higher training error [20, 21]. 

Therefore, balancing the number of convolutional layers 

and adding more layers is a delicate task.  

The degrading training accuracy points to the fact 

that not all deep learning models are simply optimum. 

For example, in comparing a shallow architecture and its 

deeper counterpart, there is a method of construction of 

the deeper model. Added layers to the model are identity 

mapping, and other layers are copied from the earlier 

shallow model. This method points out that a deeper 

model should produce a lower training error than its 

shallow counterpart should. However, current solutions 

are unable to find the optimal answer, or at least in  

a feasible period. 

The conventional model uses only two convolutional 

layers in the CNN part. To abstract more features from 

input images, three convolutional layers are added to the 

architecture. Increasing the number of convolutional 

layers, just enough to prevent overfitting allows the 

model to extract more features that in turn can be used 

as more detailed input for the classification layer.  

 

We explain the method and reason for choosing the 

layer number in the results section. 

 

3.5 Change in pooling operation 

Max-pooling is used to extract important features like 

edges, whereas the average pooling allows the extraction 

of more smooth features. Even though both pooling 

operations are used for the same reason, average pooling 

takes all the information in its receptive field, sends it 

down to the next layer which means all pixel values in 

an image are considered. The average pooling operation 

is done by taking the average of the values in its 

receptive field, which differs from max-pooling where 

only the highest value pixel is used, and the rest is 

discarded. 

 

4 Experimental results and discussion 

4.1 KTH dataset 

This video database was published by authors, in 

2004 [20]. The same authors also proposed an algorithm 

for this dataset. The dataset contains 6 human actions in 

four different locations. There are four different 

scenarios: outdoors, outdoors with scale variation, 

outdoors with different clothes, and indoors. It includes 

2,391 sequences. A static camera with 25fps records 

these sequences. We apply downsampling to the dataset 

and decreased the spatial resolution to 160×120. In short, 

600 videos correspond to 25 subjects, 6 actions, and  

4 scenarios respectively. In this study, images are 

extracted from videos and processed by using Python. 

For all methods, the dataset is divided into 75% is for 

training, 20% for test and 5% for the validation process. 

The extracted images are used as input for benchmark 

studies and the proposed methods. The training 

procedure uses 16 randomly selected individuals, out of 

25, while the rest are used in the testing phase following 

the setup in [21]. 

 

4.2 Implementation details 

The proposed model consists of five convolutional 

layers and an LSTM block. It uses 1×1 kernel size as 

well as average pooling. Specifically, batch size and 

hidden layers are 32. It also uses a softmax classifier. We 

coded our model in Keras, which uses the Tensorflow 

backend. The number of epochs is 30 and the learning 

rate is 0.001. Training roughly took 1 hour 55 minutes. 

Accuracy and loss fluctuations during training and 

testing are shown in Fig. 2. 
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Fig. 2. Training graph of proposed CNN model 

 

4.3 Performance of proposed model 

The confusion matrix can be seen in Fig. 3. It per-

fectly classifies walking among the other similar 

activities. Besides, it achieved over 90% accuracy for 

similar activities including running, jogging, and 

waving-clapping. 

 

 Box Clap Wave Jog Run Walk 

Box 0.95 0.05 0 0 0 0 

Clap 0.07 0.93 0 0 0 0 

Wave 0.04 0.04 0.92 0 0 0 

Jog 0 0 0 0.91 0.07 0.02 

Run 0 0 0 0.06 0.93 0.01 

Walk 0 0 0 0 0 1.0 

 

Fig. 3. Confusion matrix of proposed CNN model 

 

The reason why three convolutional layers are added 

is explained in Fig. 4. In the simulation environment, 

analysis is done by altering the number of convolution 

operations at two, five, seven, and nine respectively. In 

Fig. 4, the highest accuracy rate is obtained with a total 

of five layers, whereas the conventional CNN model 

with two layers could achieve a 91.6% rate. When we 

increased the number of layers, the accuracy started to 

degrade. 

As they all are explained in the previous parts, there 

are three contributions to this study. These are setting 

kernel size to 1×1, using average pooling, and adding 

three more convolutional layers. 

 

Fig. 4. Recognition accuracy (red) and training time 

(blue) with different convolutional layers 

The other two modifications are unchanged to 

analyze the impact of each modification. For example, 

while using a 1×1 kernel, the number of convolutional 

layers remained unchanged (two convolutional layers) 

and max-pooling was used instead of average pooling. 

Others are also analyzed in the same way above. The 

impacts of each modification are in Table 1. 

 

Table 1. Effect of each modification 

on the recognition rate 

 

The accuracy rate of conventional CNN-LSTM is 

91.6%. According to Table 1, adding three convolutional 

layers has the most significant effect on performance. 

Moreover, average pooling increases the performance 

by 0.1, whereas kernel size has an impact of 0.3.  

Each modification has a small improvement on 

accuracy when applied separately. On the other hand, 

when all modifications are applied together, they trigger 

each other and lead to a much higher accuracy rate. 

 

4.4 Comparison with state-of-art 

A comparison is made with studies in the literature 

on the same dataset to show the performance of the 

proposed model. The results are given in Table 2. 

 

 

Loss and accuracy

0 5 2010 Training iteration ( 10 )x
5

1

2

3

4

5

6

Test loss Test accuracy

Train accuracy Test loss

Modification Accuracy (%) 

None 91.6 

Kernel size 91.9 

Average pooling 91.7 

Convolutional layers 92.7 

All modifications 

together 

94.1 
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According to the results, the proposed model showed 

94.1% accuracy rate. Although our model could not 

outperform all the studies in the literature, it showed 

a performance that is in the state-of-art level. 

If we recall from Table 1, addition of three convo-

lutional layers gave 92.7% accuracy, which already 

outperformed some of the state-of-art models. Moreover, 

the least effective contributions of this study, which are 

kernel size and average pooling, also outperformed some 

recent studies. 

 

Table 2. Comparison with state-of-the-art 

methodologies on the KTH dataset 

Methodology Accuracy (%) 

SMPT [22] 93.40 

3D-CNN [23] 94.90 

CNN (+3)-LSTM 94.10 

CNN+LSTM 91.60 

Online DL [24] 91.99 

MHI [25] 86.70 

Deep Representations [26] 98.15 

SIFT+BoW+SVM [27]  97.89 

Point Detector [28] 90.02 

Gaussian mixture [29] 91.97 

Large-scaling [30] 91.30 

SVD+SVM [31] 96.51 

DBN [32] 94.83 

 

5 Conclusion 

This paper presents a fine-tuned CNN model for 

human activity recognition. There are three modifi-

cations to increase the performance of recognition. 

These are adding three more convolution operations, 

changing the pooling layer, and altering the kernel sizes. 

The proposed CNN model is a more stable and robust 

method in human activity recognition.  

Nevertheless, there are some limitations of the 

proposed model. The first one is the used dataset. The 

videos in the used dataset do not contain any noise such 

as occlusion, huge illumination variations nor multiple 

people in the same scene. Thus, use of the proposed 

model in real world mediums can supply lower accuracy 

rates. The second one is the computation time. Although 

the accuracy improved, there is a slight increase in the 

training time also. This must be decreased by a faster 

hardware. 

For future work, a more complex dataset can be used. 

In addition, training time can be decreased by altering 

the algorithm to a simpler structure. Moreover, compu-

tational cost can be minimized to accomplish a smoother 

model where a fewer number of parameters are needed.  
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