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This paper presents a novel method to enhance the performance of Independent Component Analysis (ICA) of myoelectric signal by decomposing the signal into components originating from different muscles. First, we use Multi run ICA (MICA) algorithm to separate the muscle activities. Pattern classification of the separated signal is performed in the second step with a back propagation neural network. The focus of this work is to establish a simple, yet robust system that can be used to identify subtle complex hand actions and gestures for control of prosthesis and other computer assisted devices. Testing was conducted using several single shot experiments conducted with five subjects. The results indicate that the system is able to classify four different wrist actions with near 100% accuracy.
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1 INTRODUCTION

Hand actions and maintained gestures are a result of complex combination of contraction of multiple muscles in the forearm. Myoelectric signal (MES) is the electrical recording of the muscle activity from the surface. It is closely related to the strength of muscle contraction and an obvious choice for control of the prosthesis and similar applications. MES is the electrical manifestation of muscular contraction. MES classification is one of the most difficult pattern recognition problems because there usually exist large variations in surface Electromyogram (sEMG) features. The sEMG signal has been used as a tool to provide advanced man-machine interfaces [1], rehabilitation of the handicapped people, functional electrical stimulation devices (FES) [2] and control commands for limb prostheses [3]. The classification problem may be divided into three steps:

(i) signal presentation,
(ii) feature extraction and
(iii) pattern recognition.

It is shown in this paper that classification performance of wrist movements depends upon method of classification and the choice of ICA algorithm. Many researches proposed several method of classification that showed good performance [4, 5, 6].

Many attempts have been made to use sEMG signal as the command to control the prosthesis [7, 8], but none of them takes explicit advantage of its subtlety, the fact that commands can be issued without the generation of strong contraction and observable movements. Since all these muscles present in the forearm are close to each other, myo-electric activity observed from any muscle site comprises the activity from the neighbouring muscle as well, referred to as cross-talk. The cross-talk problem is more significant when the muscle activation is relatively weak (subtle) because the comparable signal strength is very low. Extraction of the useful information from such kind of sEMG becomes difficult mainly due to the low signal to noise ratio. At low level of contraction, EMG activity is hardly discernible from the background activity. To identify the small movements and gesture of the hand, there is need for identifying components of sEMG originating from the different muscles. There is little or no prior information of the muscle activity, and the signals have temporal and spectral overlap, making the problem suitable for blind source separation (BSS).

There are number of BSS techniques such as Independent component analysis (ICA) has found numerous applications in audio and biosignal processing disciplines. Research that isolates motor unit action potential (MUAP) originating from different muscles and motor units has been reported in 2004 [9]. Recently surface EMG with ICA has been proposed for the hand gesture identification [10]. Muscle activity originating from different muscles can be considered to be independent, and this gives an argument to use BSS methods for separation of muscle activity originating from the different muscles. The spatial location of the active muscle activity is the determining factor of the hand action and gesture. One technique that has been reported is the use of prior knowledge of the anatomy. The advantage of this approach is that the model based BSS removes ambiguity of the order and magnitude.

In the previous research ICA had been used for hand gesture identification using constant mixing matrix where the overall accuracy was reported 100% [10], but the number of hand gesture identification was restricted to three. This paper reports improving the identification of various hand gesture using multi run ICA (MICA) of sEMG. ICA algorithm was performed several times; at each instance mixing matrix was computed. Best mixing
matrix was chosen based on the highest Signal to interference Ratio (SIR) of global matrix. The processing in this new input system consists of three major stages: At first, hand gestures are sensed from non-invasive surface electromyograms, and in the second step the activities of the involved individual muscles are decomposed by semi-blind ICA. In the last step, the particular hand action is identified with an artificial neural network (ANN).

2 HAND GESTURE IDENTIFICATION FOR HCI

Human hand gestures are means of non-verbal interaction among people. They range from simple actions of pointing at objects to the more complex ones that express our feelings and communicate with others. The main applications of gesture recognition are communicative and manipulative. Some of the examples of applications include:

- Control of consumer electronics
- Interaction with visualization systems
- Control of mechanical systems
- Computer games
- Prosthetic control
- Rehabilitation for elderly and disabled

Numerous approaches have been applied to the problem of visual interpretation of gestures for Human Computer Interface (HCI). These include the use of visual [11], mechanical sensor [12] and sEMG based. Many of those approaches have been chosen and implemented to focus on a particular aspect of gestures: Hand tracking, pose classification, or hand posture interpretations [13, 14].

The use of mechanical sensors is the simplest to implement and devices such as sensor glove has been widely used [15]. However such a system is not suitable to provide the user a natural interaction. Vision based techniques have the limitation that these require restricted backgrounds and camera positions and are only suitable for a small set of gestures performed with only one hand [15]. Surface EMG based system is very attractive because it is non-invasive, economical, and provides the natural seamless connectivity to the user. The shortcomings in sEMG based systems have been the lack of reliability for small and subtle actions. This paper reports research conducted to identify maintained hand gesture based on the muscle activity by the decomposition of sEMG. It is a combining model based approach with blind source separation technique.

3 SURFACE ELECTROMYOGRAPHY AND ICA

Surface EMG is the electrical recording of the spatial and temporal integration of the MUAP originating from different motor units. The main purpose for the interest electromyography (EMG) signal is clinical application. It is usually used clinically for the diagnosis of neurological and neuromuscular problems. EMG is also used in many types of research laboratories, including those involved in biomechanics, motor control, neuromuscular physiology, movement disorders, postural control, and physical therapy. EMG is controlled by nervous system and depends on anatomical and psychological properties of muscles. It is an electrical signal acquired from different organs. EMG is usually a function of time, described in terms of amplitude, frequency and phase [16].

Electromyography (EMG) signals classification and processing can be used for varieties of clinical/biomedical applications, spectral pattern classification of intensity-based analysis, and modern human computer interaction. EMG signals acquired from muscles require advanced methods for detection, decomposition, processing, and classification. One property of sEMG is that the electrical activity of one muscle can generally be considered to be independent of other bioelectric signals such as electrocardiogram (ECG), electro-oculargram (EOG), and signals from neighbouring muscles. This opens an opportunity for using BSS methods for this application.
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3.1 ICA model

ICA is one of the widely used BSS technique, consists in recovering unobserved signals or ‘sources’ from several observed mixtures. Typically the observations are obtained at the output of a set of sensors, each sensor receiving the different combination of source signals. The simplest BSS technique aims at transforming an input vector into a signal space in which the signals are statistically independent [17].

The simplest ICA model assumes that the mixing process as linear, so it can be expressed as

$$x(t) = As(t)$$

where $x(t) = [x_1(t),\ldots,x_n(t)]^\top$ are the recordings, $s(t) = [s_1(t),\ldots,s_n(t)]$ the original signals, and $A$ is the $n \times n$ mixing matrix. This mixing matrix and each of
the original signals are unknown. To separate the recordings to the original signals (estimated original signals) the task is to estimate an un-mixing matrix $W$ so that

$$s = Wx(t) = WAs(t).$$

(2)

BSS is a difficult task because we do not have any information about the sources and the mixing process. BSS is a method to tackle this problem and is based on the assumption that the sources are independent from each other [17, 18]. BSS iteratively determines the un-mixing matrix $W$ and thus estimates the corresponding independent signals $u$ from the observations $x$. There are number of possible cost-functions that may be considered for making the separated signals as independent as possible. The fundamental of these is based on the statistical independence of the sources $s$.

### 3.1.1 Multi run ICA

One of the most effective ways of modeling vector data for unsupervised pattern classification or coding is to assume that the observations are the result of picking randomly out of a fixed set of different distributions. ICA is an iterative BSS technique. At each instance original signals are estimated from the mixed data. The estimation quality depends mainly on the mixing matrix $A$.

Multi run ICA (MICA) is the process where the ICA algorithm will be computed many times; at each instance different mixing matrices will be obtained, $A_1, A_2, \ldots, A_n$. Since it is an iterative technique repeat analysis yields similarity matrices at some stage. Hence mixing matrices $A_1, A_2$ will repeat after certain iterations. The MICA process is shown in the Fig. 1.

MICA results in several matrices. To estimate the sources from the mixed data ICA requires just one mixing matrix, hence the best matrix has to be selected among the set of these mixing matrices, in order to yield better results. There are several methods to compute the quality of the mixing matrices. But signal to interference ratio (SIR) is a popular tool to perform this task [19].

This paper uses this unique technique to compute the mixing matrix from the sEMG signals. The paper also reports the improvement of hand gesture recognition performance.

### 4 METHODOLOGY

Experiments were conducted to evaluate the performance of the proposed hand gesture recognition system from hand muscle surface EMG. We have proposed a technique to classify small level of muscle activity to identify hand gesture using a combination of multi run Blind source separation (BSS), known muscle anatomy and neural network configured for the individual.

#### 4.1 Data Acquisition

Four types of wrist movements to be classified are selected (Refer Fig. 2):

- Wrist flexion (G1)
- Wrist flexion towards little finger (G2)
- Wrist flexion towards thumb (G3) and
- Wrist and finger flexion together (G4).

The placement of EMG surface electrodes on muscle groups is important to have more information about each wrist movement. Four EMG surface electrodes are placed on four muscle groups, Brachioradialis (channel_1), Flexor Carpi radialis (channel_2), Flexor Carpi Ulnaris (channel_3) and extensor digitorum (channel_4), the locations of electrodes on one of the subject’s arm is given in Fig. 3, from the input feature space, the classifier must be able to classify the four output classes exploiting the EMG signals measurements.

![Fig. 2. Four wrist actions performed during the experiment](image)

Each channel has a pair of electrodes mounted together with a fixed inter-electrode distance of 10mm and a gain of 1000. For each channel the signal was acquired using pair of electrodes with a fixed inter-electrode distance of 10mm and a gain of 1000. The signal was sampled at a rate of 1024 samples/sec using Delsys eight channel sEMG acquisition system (Boston, MA, USA).

The subjects were asked to produce 4 different wrist actions. The experiments were repeated on two different days. The forearm was resting on the table with elbow at an angle of approximately 90 degree and in a comfortable position. Four wrist and finger flexions were performed and each was repeated for a total of 24 times for each action over the two sessions. These wrist actions were selected for the experiment because these required four multiple muscles to be contracting at the same time and thus could test the ability of the system and this ensured that the estimated unmixing matrix was square for ICA.
4.2 Data analysis

The aim of these experiments was to test the use of BSS algorithm [9] along with known properties of the muscles for separating muscle activity from sEMG recordings for the purpose of identifying subtle hand gestures. BSS methods are suitable when the numbers of recordings are same as or greater than the number of sources. Each experiment lasted approximately 2.5 seconds and was repeated 12 times. The sampling rate was 1024 samples per second. There were four channel (recordings) electrodes and four active muscles associated with the hand gesture, forming a square $4 \times 4$ mixing matrix. Mixing matrix was computed for the first set of data only and kept constant throughout the experiment. The mixing matrix $A$ was computed many times, at each instance SIR of mixing matrices were computed. Among them the best mixing matrix was chosen. The SIR computation process is explained next.

4.2.1 SIR computation

SIR for the mixing matrix $A$, performance index could be used for full-rank or non-full rank analysis. In view of the problem of one component estimation, we have

$$y_i = w_i^T X = (w_i^T A)S = g_i S = g_j s_j$$

where $y_i$ and $s_j$ are the estimated component and the $j$-th source, respectively; $w_i^T$ is a row vector of un-mixing matrix $W$, $g_i$ is a normalized row vector $[0 \ 0 \ g_{ij} \ 0 \ 0]$. Because $y_i$ is the estimation of $s_j$, the ideal normalized vector $g_i$ is the unit vector $u_j = [0 \ 0 \ \ldots \ 1 \ \ldots \ 0]$. Therefore, one analysis is successful if and only if its vector $g_i$ is similar to one unit vector $u_j$.

Actually, vector $g_i$ is one row of matrix $G$. So, the quality of each estimated component just depends on one row of matrix $G$. The more different each row of $G$ is to each corresponding unit vector of $R^{N \times N}$, the less quality of output we have. The SIR of each mixing matrix was computed using the following expression which evaluates the success of one component separation [19].

$$SIR_{ij} = -10 \log_{10}(\|g_i - u_j\|_2^2).$$

The SIR values for the MICA algorithm for hand gesture experiments are shown in Table 1.

4.3 RMS feature extraction

The best mixing matrix was selected based on the highest SIR of mixing matrix. The selected mixing matrix was kept constant throughout the experiment. The independent sources of motor unit action potentials that mix to make the EMG recordings were estimated using the following equation.

$$s = W x$$

where, $W$ is the inverse of the mixing matrix $A$. This process was repeated for each of the four hand gesture experiments. Four sources were estimated for each experiment. After separating the four sources $s_a, s_b, s_c$ and $s_d$, each of these was segmented to 2500 samples length. Root Mean Squares (RMS) was computed for each of the separated sources using the following relation.

$$S_{rms} = \sqrt{\frac{1}{N} \sum_{i=1}^{n} s_i^2}$$

where $s$ are the estimated sources and $N$ is the number of samples ($N = 2500$). This results in one number representing the muscle activity for each channel for each hand action. RMS value of muscle activity of each source represents the muscle activity of that muscle and is indicative of the strength of contraction. The above process was repeated for all four different hand actions 12 times and for each of the participants. These 12 sets of examples were used to train a back-propagation neural network.

<table>
<thead>
<tr>
<th>Multi run ICA trials</th>
<th>SIR values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.7348</td>
</tr>
<tr>
<td>2</td>
<td>12.8453</td>
</tr>
<tr>
<td>3</td>
<td>10.3121</td>
</tr>
<tr>
<td>4</td>
<td>22.7227</td>
</tr>
<tr>
<td>5</td>
<td>25.4145</td>
</tr>
<tr>
<td>6</td>
<td>24.4565</td>
</tr>
<tr>
<td>7</td>
<td>28.3418</td>
</tr>
<tr>
<td>8</td>
<td>43.2347</td>
</tr>
<tr>
<td>9</td>
<td>31.9706</td>
</tr>
<tr>
<td>10</td>
<td>29.8656</td>
</tr>
</tbody>
</table>
4.4 Preliminary Data Analysis using MANOVA

Prior to the data classification the preliminary analysis was conducted to identify the separation of the data using grouped plot of for various combination and Multivariate Analysis of Variance (MANOVA). Figure 4 shows the grouped plot for MICA RMS features. From the figure it is evident that there is clear class separation among the four different gestures. Further, results verified statistically using MANOVA.

MANOVA is an extension of One-Way Analysis of Variance (ANOVA) and is suitable for analyzing more than one dependent variable. MANOVA measures the differences for two or more metric dependent variables based on a set of categorical variables acting as independent variables [20]. This was used to determine the significance of separation of the different classes of the data. The MANOVA analysis showed the statistical significance of the relationship of MICA with muscle contraction for different wrist actions. The overall statistical results for the different participants have been tabulated in Table 2. From Table 2 it can be observed that the p-value ($p < 0.0001$) are identifiable using MICA RMS features.

4.5 Pattern recognition

Hudgins’ identification of nonrandom structure in the myoelectric signal at the onset of a muscle contraction suggests that pattern-recognition techniques may be usefully applied to the myoelectric control problem. If the myoelectric signal patterns caused by a variety of voluntary muscle motions can be reliably identified, they can be used to control prosthetic devices. Inherent to the process of pattern recognition is some form of classification decision in which input data are assigned to a limited number of distinct classes. Data samples within the same class are assumed to have one or more specific features in common which would cause them to be placed in the same class. This basic classification-process model is used in several approaches which have been developed to analyze the structure of the myoelectric signal. Of relevance to the current work are approaches which take advantage of the unique computational abilities of artificial neural networks (ANN) to perform the classification task. ANN-based classifiers are able to classify input data into distinct classes by “learning” the optimum set of boundary
Table 3. Experimental results for Hand Gesture Identification for four different methods

<table>
<thead>
<tr>
<th>Number of participants</th>
<th>G1</th>
<th>G2</th>
<th>G3</th>
<th>G4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1</td>
<td>57%</td>
<td>57%</td>
<td>57%</td>
<td>57%</td>
</tr>
<tr>
<td>Method 2</td>
<td>65%</td>
<td>65%</td>
<td>65%</td>
<td>65%</td>
</tr>
<tr>
<td>Method 3</td>
<td>60%</td>
<td>60%</td>
<td>60%</td>
<td>60%</td>
</tr>
<tr>
<td>Method 4</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
</tr>
</tbody>
</table>

definitions given the desired class membership of each input case. This adaptive behavior makes the neural network a powerful paradigm for classification applications where the relationship between the inputs and the respective desired output classes is complex or difficult to resolve.

In this paper, pattern recognition of myoelectric signals is accomplished ANN through a state-driven method. In the first part of the experiment, RMS values of 4 recordings (sa, sb, sc and sd) for each subject were utilised to train the ANN classifier with back-propagation learning algorithm. The second part of the experiment (testing) was to verify the performance of the network. For that purpose a subset of all the input vectors different from the learning set (an independent data set) was selected. Performance was also monitored during the training phase in order to prevent overtraining of the network. The ANN consisted of two hidden layers with a total of 20 nodes. Back propagation gradient descent ANN training algorithm with sigmoid threshold was used for training and testing. During testing, the ANN with weight matrix generated during training was used to classify RMS of the muscle activity. The ability of the network to correctly classify the inputs against known subtle hand actions were used to determine the efficacy of the technique.

5 RESULTS AND OBSERVATIONS

The results of the experiment demonstrate the performance of the above described system. The results are tabulated in Tab. 3 and plotted in Fig. 5. To compare the performance of the system analysis on RAW sEMG and traditional ICA were performed. In traditional ICA method, mixing matrix was computed for each instance. The results demonstrate the ability of the semi-blind ICA in source separation and identification. The following four wrist actions and methods are labeled as below for displaying the results.

- Method 1: Hand gesture Identification results on Raw EMG
- Method 2: Hand gesture Identification results using traditional ICA
- Method 3: Hand gesture Identification results using multi run ICA for worst mixing matrix (Lowest SIR)
- Method 4: Hand gesture Identification results using multi run ICA for best mixing matrix (Highest SIR)

Fig. 5. The overall results showing hand gesture identification performance of MICA vs other methods

6 DISCUSSIONS

The proposed technique is capable of classifying small levels of muscle activity to identify four different wrist actions. Its base is using a combination of MICA, known anatomy and neural network configured for the individual. The technique has been tested with five volunteer participants and with experiments conducted on different days. The results indicate the ability of the system to perfectly recognise the hand gesture even though the muscle activity is very low and there are number of active muscles for each of the gestures.

The authors believe that the reason why this technique has succeeded where number of other similar techniques have failed is because the basis of this technique is to estimate the un-mixing matrix during training and maintaining this over the experiment ensuring the order and amplitude ambiguity is overcome. Further, other ICA based techniques are not suitable for near Gaussian signals and when signal-to-noise ratio is low and there is large cross-talk between different simultaneously active muscles. Use of BSS alone is not suitable for sEMG due to the nature of sEMG distribution and order ambiguity. Prior knowledge of the muscle anatomy combined with suitable BSS has overcome the above mentioned shortcomings.

7 CONCLUSIONS AND FUTURE WORK

This investigation has shown that a combination of the mixing matrix and network weights to classify the sEMG recordings in almost real-time. The results do indicate the ability of the system to work with the set of four different wrist movements selected. We are working on expanding the EMG gesture for increased levels of control. While, further work on the signal processing may make it possible to recognize multiple subtle gestures from a
single muscle, it appears more practical to define a more extended interface using different controllers on various muscles (e.g. on both arms). Future work also shall include conducting experiments on inter-day and intra-day variations to verify the stability of the system and also developing a portable model for hand gesture recognition using semi blind ICA technique.

Overall, the purpose of this project is to develop new perceptual interfaces for human-computer-interaction based on hand gesture identification, and to investigate how such interfaces can complement or replace traditional interfaces based on keyboards, mice, remote controls, data gloves or speech. Applications fields for hand gestures analysis include control of consumer electronics, interaction with visualization systems, control of mechanical systems, and computer games.

One important benefit of such an HCl approach is that visual information makes it possible to communicate with computerized equipment at a distance, without a need for physical contact to the controlled target. Compared to speech commands, hand gestures are especially advantageous in noisy environments — particularly in situations where speech commands would be disturbed — as well as for communicating quantitative information and spatial relationships. Furthermore, the human user shall be enabled to control electronic systems in a quite natural manner, without requiring specialized external equipment.
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