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A novel method based on PSO algorithm and ANN for magnetic flux density 

estimation near overhead transmission lines 

 

Emir Turajlić, Adnan Mujezinović, Ajdin Alihodžić 

 

This paper introduces a novel method that leverages artificial neural networks to estimate magnetic flux density in the proximity 

of overhead transmission lines. The proposed method utilizes an artificial neural network to estimate the parameters of  

a mathematical model that describes the magnetic flux density distribution along the lateral profile for various configurations 

of overhead transmission lines. The training target data is acquired using the particle swarm optimization algorithm.  

A performance comparison between the proposed method and the Biot-Savart law-based method is conducted using an 

extensive test dataset. The resulting coefficient of determination and mean square error values demonstrate the successful 

application of the proposed method for a range of different spatial arrangements of phase conductors. Furthermore, the 

performance of the proposed method is thoroughly assessed on multiple test cases. The practical relevance of the proposed 

method is highlighted by contrasting its results with the field measurements obtained in the proximity of a 400 kV overhead 

transmission line. 
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1 Introduction 

Recent advancements in artificial intelligence have 

had a significant impact on data analysis, pattern 

recognition, predictive modeling and decision-making. 

Various artificial intelligence techniques have proven 

effective in addressing a wide range of different 

engineering challenges [1]. This paper utilizes artificial 

neural networks (ANNs) and the particle swarm 

optimization (PSO) algorithm to tackle the problem of 

estimating magnetic flux density values near overhead 

lines.  

Due to escalating power demands and ongoing 

construction of high voltage overhead transmission lines 

(OHTL), there are growing concerns regarding the 

effects of electromagnetic pollution on living beings  

[2, 3]. Several international organizations have put forth 

guidelines and standards regarding occupational and 

general public exposure to magnetic fields [4-7]. 

Analyzing the magnetic flux density generated by 

overhead transmission lines is important in order to 

satisfy public health concerns and national regulations 

that require that such analysis is performed for existing 

and newly planned overhead lines. Over the years,  

a multitude of approaches and methods have emerged 

for determining the magnetic flux density near overhead 

lines. Since magnetic flux density measurements require 

time, equipment, and human resources, analytical and 

numerical techniques are commonly used to compute the 

magnetic flux density near overhead lines [8-13]. 

Recently, a range of ANN-based methods have emerged 

for estimating the magnetic flux density in the proximity 

of overhead lines [14-17]. Metaheuristic algorithms 

have also been applied to this research problem [2, 3, 

18].  

In [17], a method based on the cascade-forward 

neural network for estimation of electric and magnetic 

fields near high voltage overhead transmission line is 

considered. In [15], a typical 154 kV power transmission 

line in Turkey is studied and artificial neural network 

models are developed to predict electric and magnetic 

field values near the transmission line. In [15], the ANN 

models have only two input variables, the horizontal and 

vertical coordinates of the estimation point. In [16], the 

use of normalized radial basis function (NRBF) for 

determining the magnetic field near power transmission 

lines is outlined. The NRBF network in [16] has only 

two input variables which define the coordinates of the 

point where magnetic field intensity is estimated.  

In this paper, a novel method for accurate estimation 

of magnetic flux density across various phase conductor 

configurations and for varying current intensity values is 

proposed. The proposed method adopts a significantly 

different approach to recently proposed ANN-based 

magnetic flux density estimation methods [14, 19]. 

Application of the ANN model in [14] is further 

examined in [20]. The methods in [14, 19] are developed 

to estimate magnetic flux density at a single point on the 

lateral profile. Hence, in order to appropriately describe 

the magnetic flux density distribution over the lateral 

profile for a given spatial arrangement of phase 

conductors, these methods need to independently 

evaluate the magnetic flux density estimate for each 
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considered point along the lateral profile. The proposed 

method greatly simplifies the estimation of magnetic 

flux density distribution along the lateral profile for a 

given spatial arrangement of phase conductor. Instead of 

considering individual points along the lateral profile, 

the proposed method uses an ANN model to estimate the 

parameters of a mathematical model for magnetic flux 

density distribution along the lateral profile for a given 

phase conductor configuration. The ANN model is 

developed using an extensive training dataset. To ensure 

effective training, a particular attention is paid to input 

variable selection for the proposed ANN model. An 

additional novelty of the paper is related to the 

preparation of the training dataset. Specifically, the 

proposed method relies on the application of the PSO 

algorithm to obtain the ANN target data for various 

phase conductor configurations.  

Section 2 presents the proposed method for magnetic 

flux density estimation. Section 3 presents the 

experimental results. The performance of the proposed 

method is assessed on a range of different phase 

conductor configurations. The results of the proposed 

method are compared to the Biot-Savart law-based 

method and the field measurements. Section 4 concludes 

the paper. 

 

2 Proposed method for magnetic flux density 

estimation 

The block diagram of the proposed method is 

presented in Fig. 1(a). This method is designed to 

accurately estimate magnetic flux density distribution 

for various spatial arrangements of overhead 

transmission line phase conductors and for different 

current intensity values. As depicted in Fig. 1(a), the 

magnetic flux density estimates are generated using the 

following mathematical model 

�̂� = 𝐿𝑠 ∙ 𝑒−𝑁𝑀𝐿𝑃∙𝑥2
 (1) 

where �̂� denotes the magnetic flux density estimate 

generated at a point located 1 m above the ground 

surface and at a lateral distance of 𝑥 meters from the 

central phase conductor. The mathematical model in 

Eqn. (1) is a two-coefficient version of the model 

presented in [2, 18]. This model is defined by linear 

coefficient 𝐿𝑠 and nonlinear coefficient 𝑁MLP values. In 

this paper, the proposed method evaluates the 

coefficients of the model in Eqn. (1) based on the 

parametric representation of the spatial layout of OHTL 

phase conductors and the current intensity value, 

whereas in the papers [2, 18], the coefficients of the 

model are obtained by fitting the field model to the 

observed field measurements. 

 

 

Fig. 1. (a) Proposed method for magnetic flux density estimation, (b) proposed multilayer perceptron (MLP) model 

 

The proposed method generates the linear coefficient 

𝐿𝑠 and nonlinear coefficient 𝑁MLP values without 

relying on field measurements. Instead, a multilayer 

perceptron (MLP) model is developed to evaluate the 

linear and nonlinear coefficient values of the function in 

Eqn. (1) for various spatial arrangements of OHTL phase 

conductors and for the reference current intensity value 

of 𝐼𝑟 = 100 A. As shown in Fig. 1(a), in the first step of 
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the proposed method, a parametric representation for the 

spatial layout of OHTL phase conductors is established. 

This issue is discussed in more detail later on in this 

section of the paper.  

For a given parametric representation of the spatial 

arrangement of overhead transmission line phase 

conductors, the MLP model produces two outputs, 𝐿MLP 

and 𝑁MLP. These values denote the linear and nonlinear 

coefficients in Eqn. (1) that are associated with the 

reference current intensity value. The reference current 

intensity value is used during the MLP training process. 

In instances when the transmission line current intensity 

differs from the reference current intensity value, 𝐼𝑟 =
100 𝐴, the MLP output 𝐿MLP is appropriately scaled to 

obtain the scaled linear coefficient value that is used in 

Eqn. (1). The scaled linear coefficient, 𝐿𝑠, is evaluated 

using the following equation: 

𝐿𝑠 = 𝐿𝑀𝐿𝑃 ∙
𝐼𝑎

𝐼𝑟
 (2) 

where 𝐼𝑎 represents the actual transmission line current 

intensity value. 

 

2.1 Multilayer perceptron 

In this paper, a multilayer perceptron (MLP) is 

trained to estimate two parameters of the mathematical 

model that describes the magnetic flux density 

distribution over the entire lateral profile for a given 

OHTL phase conductor configuration and the reference 

current intensity value. Multilayer perceptron denotes a 

class of fully connected feedforward artificial neural 

networks. The considered MLP model consists of an 

input layer with 4 inputs, a hidden layer containing 60 

neurons, and an output layer containing 2 neurons. 

Whilst other MLP architectures were considered, the 

selected MLP architecture provided the best results. 

Hyperbolic tangent is the chosen activation function for 

the hidden layer neurons [21]. The output of this 

nonlinear activation function ranges between –1 and +1 

and its derivative has a higher magnitude around zero 

compared to the sigmoid function. Careful consideration 

is given to the selection of input variables for the 

proposed MLP model. Although magnetic flux density 

depends on the current intensity values, it was 

acknowledged that magnetic flux density is linearly 

proportional to current intensity. Rather than training the 

MLP model for a range of different current intensity 

values, the MLP model was developed and trained for 

the fixed reference current intensity value. Thus, the 

actual current intensity is not used as an MLP input 

parameter, but instead, its value is used to appropriately 

scale one of the MLP outputs. Hence, the only ANN 

inputs are parameters that define the spatial arrangement 

of the OHTL phase conductors. The spatial 

arrangement/layout of phase conductors refers to the 

specific positioning of three phase conductors within a 

two-dimensional space, and it is also referred to as a 

phase conductor configuration. The spatial arrangement 

of phase conductors can be represented by three 

coordinate pairs  (𝑥1, 𝑦1), (𝑥2, 𝑦2) (𝑥3, 𝑦3) as shown in 

Fig. 2.  

 

 

Fig. 2. Various types of OHTL configurations 

 

Parametric representation of the spatial arrangement 

of phase conductors is based on a specific coordinate 

system that is adopted for this purpose. The central phase 

conductor is associated with the coordinate pair (𝑥1, 𝑦1). 
In this coordinate system, the horizontal displacement of 

the central phase conductor from the coordinate origin is 

set to zero, whilst the y-axis denotes the vertical distance 

from the ground level. Furthermore, this paper considers 

the spatial arrangements of phase conductors where the 

two outer phase conductors are situated at an equal 

lateral distance from the central phase conductor. Thus, 

for all phase conductor configurations, the value of 𝑥3 is 
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defined as 𝑥3 = −𝑥2. Based on the adopted coordinate 

system, and the considered spatial relations between the 

phase conductors, the transmission line configuration 

can be defined by only four values, the height of the three 

phase conductors, 𝑦1, 𝑦2, 𝑦3 and the lateral distance of 

one outer phase conductor from the central phase 

conductor, 𝑥2. Based on these four parameters, the 

spatial arrangement of three phase conductors in a two-

dimensional space can be defined as (−𝑥2, 𝑦3), (0, 𝑦1), 
(𝑥2, 𝑦2). Thus, the MLP model has four inputs that 

define the spatial arrangement of overhead transmission 

line phase conductors, as depicted in Fig.1(b). The two 

outputs of the MLP model, namely 𝐿MLP, and 𝑁MLP, 

uniquely describe the magnetic flux density distribution 

over the lateral profile for a given spatial arrangement of 

OHTL phase conductors and the reference current 

intensity value. 

The MLP training, validation, and testing are based 

on a dataset consisting of 120,000 examples of different 

spatial arrangements of overhead transmission line 

phase conductors. Scaled conjugate gradient (SCG) is 

the supervised learning algorithm that is selected for 

training the MLP model [22]. The main feature of the 

conjugate gradient algorithms is that they employ a 

search along conjugate directions, which generally leads 

to faster convergence than the search in the steepest 

descent directions [23]. The algorithm employs a step-

size scaling mechanism [22]. A detailed description of 

the SCG algorithm is presented in [22].  

The following steps are used to generate the dataset: 

1. The first step is to generate 120,000 instances of 

different spatial arrangements of phase conductors. 

Parametric representations of different spatial 

arrangements of phase conductors, as previously 

discussed, denotes the MLP input data. 

2. For each specific spatial arrangement of OHTL phase 

conductors, the Biot-Savart (BS) law-based method 

is employed to calculate the magnetic flux density 

values by sampling points along a lateral profile at 

varying distances from the central vertical line, 

covering a range from 0 to 40 meters, in increments 

of 1 meter. 

3. For each phase conductor arrangement, the particle 

swarm optimization algorithm is employed to fit the 

mathematical model in Eqn. (3) to the magnetic flux 

density distribution calculated by BS method. The 

PSO algorithm is used to evaluate 𝐿PSO and 𝑁PSO 

coefficient values that minimize the objective 

function in Eqn. (9), and the results are used as the 

target data for that that specific spatial arrangement 

of phase conductors. 

 

 

In the following subsections, a comprehensive 

elaboration of each of these steps is presented. The 

magnetic flux density distribution along the lateral 

profile is defined by equation 

�̂�𝑃𝑆𝑂 = 𝐿𝑃𝑆𝑂 ∙ 𝑒−𝑁𝑃𝑆𝑂∙𝑥2
 (3) 

where �̂�𝑃𝑆𝑂 denotes the magnetic flux density 

distribution estimate generated at a point positioned 1 m 

above the ground level and at a lateral distance of 𝑥 

meters from the central phase conductor. This model is 

defined by the linear coefficient 𝐿PSO and the nonlinear 

coefficient 𝑁PSO values. There is a symmetry in the 

magnetic flux density values around the ordinate axis. 

Thus, the calculations by Biot-Savart law-based method 

[8] are carried out for non-negative 𝑥 values. In addition, 

the BS calculations are based on the reference current 

intensity value, 𝐼𝑟, flowing through the phase conductors 

under the assumption of symmetrically loaded overhead 

transmission lines. The dataset is randomly partitioned 

into three distinct subsets: a training dataset consisting 

of 60% of the samples, a validation dataset with 20% of 

the samples, and a test dataset also containing 20% of 

the samples. Before training, the input and output data 

were normalized using the min–max method [24] to 

linearly transform the data to fall within a range [–1, 1]. 

 

2.2 Generating different spatial arrangements  

of phase conductors 

The algorithm presented in [14] is used to generate 

120,000 different spatial arrangements of OHTL phase 

conductors under certain constraints. Specifically, for 

the reference 400 kV overhead transmission lines, the 

minimal phase conductor height is set to 𝑦𝑚𝑖𝑛 = 6.44 m, 

and the minimum permissible separation distance 

between any two phase conductors is set to 𝑑𝑚𝑖𝑛 =
7.4 m. The minimal phase conductor height and the 

minimal distance between two adjacent phase 

conductors are prescribed by the relevant national 

documents that regulate overhead line design and 

construction. The values of these parameters can vary 

due to the number of different factors including the 

accessibility of the location, and electric and magnetic 

field exposure limitations. Thus, in this paper different 

spatial arrangements of phase conductors are considered 

in order to support the variety of possible phase 

conductor arrangements, and different limits regarding 

the minimal phase conductor height and minimal 

distance between two adjacent phase conductors. The 

procedure for generating different spatial arrangements 

of phase conductors is as follows. Each generated 

example of the spatial arrangement of phase conductors 

can be categorized into one of three configuration types. 

The first type of configuration, denoted as the horizontal 

configuration, is illustrated in Fig. 2(a). The height of the 

central phase conductors is derived using the expression 
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𝑦1 = 𝑦𝑚𝑖𝑛 + ∆𝑦1, where ∆𝑦1, in this case, denotes a 

random number within the interval [0, 13.56]. The 

heights of the outer phase conductors are set equal to the 

height of the central phase conductor 𝑦1, and thus 𝑦2 =
𝑦3 = 𝑦1. As such, this type of configuration is 

principally characterized by the fact that all three phase 

conductors have the same height. As previously 

discussed, the central phase conductor is for all types of 

configurations located at 𝑥1 = 0. The horizontal 

displacement of one outer phase conductor, 𝑥2, is 

obtained using the following expression 𝑥2 = 𝑑𝑚𝑖𝑛 +
∆𝑥, where ∆𝑥 denotes a random number within the 

interval [0, 7.6]. As previously discussed, the following 

relation holds true for all considered phase conductor 

configurations: 𝑥3 = −𝑥2.  

The second type of configuration, denoted as the 

vertical configuration, is presented in Fig. 2(b). In the 

vertical configuration, all three phase conductors are 

placed directly above each other, such that 𝑥1 = 𝑥2 =
𝑥3 = 0. The height of the lowest phase conductor, 𝑦1, is 

generated using the following expression 𝑦1 = 𝑦𝑚𝑖𝑛 +
∆𝑦1, where ∆𝑦1 denotes a random number within the 

interval [0, 2]. Thus, the minimum phase conductor 

height constraint is satisfied. The height of the phase 

conductor that is closer to the lowest phase conductor is 

derived from the following equation: 𝑦2 = 𝑦1 + 𝑑𝑚𝑖𝑛 +
∆𝑦2, where ∆𝑦2 denotes a random number within the 

interval [0, 2]. Similarly, the height of the highest phase 

conductor is defined as 𝑦3 = 𝑦2 + 𝑑𝑚𝑖𝑛 + ∆𝑦3. Since in 

this type of configuration, the highest and the lowest 

phase conductors are positioned at equal distance from 

the central phase conductor, the value of ∆𝑦3 is defined 

as ∆𝑦3 = ∆𝑦2. In this way, the imposed constraint 

regarding the minimal distance between any given pair 

of phase conductors is satisfied as well.  

The third type of configuration, shown in Fig. 2(c), is 

characterized by the fact that the central phase conductor 

stands at a different height compared to the two outer 

phase conductors, whilst the heights of the two outer 

phase conductors remain equal. Thus, for this type of 

configuration, the following expression holds true: 𝑦2 =
𝑦3 ≠ 𝑦1. This configuration can be completely defined 

by three parameters 𝑦1, 𝑦2, and 𝑥2. The height of the 

central phase conductors is derived using the expression 

𝑦1 = 𝑦𝑚𝑖𝑛 + ∆𝑦1, where ∆𝑦1 denotes a random number 

within the interval [0, 13.56]. The value of parameter 𝑦2 

is obtained using a similar expression 𝑦2 = 𝑦𝑚𝑖𝑛 + ∆𝑦2, 

where ∆𝑦2 denotes a random number within the interval 

[0, 13.56]. Subsequently, the parameter 𝑥2 is generated 

as a random number within the interval [0, 15] under the 

constraint that the minimal distance between any pair of 

phase conductors is 𝑑𝑚𝑖𝑛.  

The dataset is generated in such a way that each type 

of OHTL phase conductor configuration is equally 

 

represented, i.e., 40,000 different examples of each 

configuration type are generated. 

 

2.3 Particle swarm optimization algorithm 

The particle swarm optimization algorithm is  

a widely used population-based stochastic optimization 

algorithm. The PSO algorithm is a well-established 

metaheuristic algorithm that has been successfully 

applied on a range of different problems. It only has few 

control parameters. In the PSO algorithm, each particle 

denotes a candidate solution to the optimization problem 

and its position constitutes a point in a D-dimensional 

solution space. Thus, a population (swarm) of N 

candidate solutions can be represented by matrix 𝑿: 

𝑿 = [

𝑥1,1 𝑥1,2

𝑥2,1 𝑥2,2

⋯ 𝑥1,𝐷

⋯ 𝑥2,𝐷

⋮ ⋮
𝑥𝑁,1 𝑥𝑁,2

⋱ ⋮
⋯ 𝑥𝑁,𝐷

] (4) 

The first step of the PSO algorithm is to randomly 

produce an initial population of candidate solutions. To 

ensure adequate search space coverage, the positions of 

PSO particles are initialized randomly within the search 

space [25], as in 𝑥𝑖𝑑(0)~𝑈(𝑥𝑑
𝑚𝑖𝑛 , 𝑥𝑑

𝑚𝑎𝑥). Thus, for each 

ith particle, the dth component of the initial position 

vector is a uniformly distributed number between the 

lower bound, 𝑥𝑑
𝑚𝑖𝑛, and upper bound, 𝑥𝑑

𝑚𝑎𝑥 of the dth 

component. During the initialization phase of the PSO 

algorithm, the initial velocity of each particle is set to 

zero [25, 26]. In this paper, population size is set to 20 

candidate solutions.  

The particles move within a multi-dimensional 

search space with adjusted velocity in search of the 

optimal solution [27]. The velocity of each particle is 

dynamically modified based on the particle’s personal 

best solution attained thus far and the historically best 

solution attained by any particle in the entire swarm [27]. 

At iteration 𝑡, the velocity vector of the ith particle, 

denoted as 𝑣𝑖 = (𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑖𝐷), is updated using 

equation [27–29] 

𝑣𝑖𝑑(𝑡 + 1) = 𝜔𝑣𝑖𝑑(𝑡) + 𝑐1𝑟1(𝑝𝑖𝑑 − 𝑥𝑖𝑑(𝑡)) + 

𝑐2𝑟2(𝑝𝑔𝑑 − 𝑥𝑖𝑑(𝑡)) 
(5) 

where 𝑟1 and 𝑟2 are two random numbers uniformly 

distributed between 0 and 1. The parameter 𝜔 denotes 

the inertia weight, while 𝑐1 and 𝑐2 represent the 

acceleration coefficients [26]. Furthermore, 𝑝𝑖  

represents the previous best position of the ith particle 

according to its fitness values, whilst the historically best 

position attained by any member of the swarm is denoted 

as 𝑝𝑔. In Eqn. (5), 𝑝𝑖𝑑 and 𝑝𝑔𝑑 denote the dth component 

of 𝑝𝑖 and 𝑝𝑔 vectors, respectively. Note that in the global 

PSO version that is adopted in this paper, the best 

position previously attained by any member of the 
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swarm, 𝑝𝑔, is communicated to all the particles in the 

swarm. Furthermore, the initial personal best position of 

each ith particle is set to the initial position of the ith 

particle, whilst the initial best position of the entire 

swarm is set to the best initial position of all the particles 

in the swarm [25]. 

The choice of inertia weight value is important, as it 

affects the balance between global and local exploration 

and exploitation [29]. In this paper, inertia weight 

undergoes a linear reduction from 𝜔𝑖𝑛𝑖𝑡 = 0.9  to 

𝜔𝑓𝑖𝑛 = 0.4  as in [29, 30].  

The cognitive acceleration coefficient, 𝑐1, and social 

acceleration coefficient 𝑐2, scale the stochastic 

acceleration terms that pull the individual particles in the 

direction of personal best (pbest), 𝑝𝑖, and global best 

(gbest) positions, 𝑝𝑔, respectively [27, 29]. Specifically, 

the cognitive acceleration coefficient 𝑐1 controls the 

maximum step size of a particle toward the pbest 

position, whilst the social acceleration coefficient 𝑐2 

controls the maximum step size toward the gbest 

position [30]. In this paper, the acceleration coefficients 

are set to 𝑐1 = 2 and 𝑐2 = 2. These are commonly used 

values in the literature [29].  

In this paper, velocity clamping is employed to limit 

the maximum velocity of each particle to prevent it from 

roaming excessively beyond the search space boundaries 

[25]. The dth component of velocity vector for each 

particle is clamped to a range [−𝑣𝑑
𝑚𝑎𝑥, 𝑣𝑑

𝑚𝑎𝑥], where 

𝑣𝑑
𝑚𝑎𝑥 denotes the predefined maximum velocity 

magnitude for the dth component of the velocity vector. 

The velocity clamping is described by the following 

equation [25, 26, 31]: 

𝑣𝑖𝑑(𝑡 + 1) = {

𝑣𝑑
𝑚𝑎𝑥,         

−𝑣𝑑
𝑚𝑎𝑥,      

𝑣𝑖𝑑(𝑡 + 1),

if    𝑣𝑖𝑑(𝑡 + 1)  >  𝑣𝑑
𝑚𝑎𝑥 

 if    𝑣𝑖𝑑(𝑡 + 1) < −𝑣𝑑
𝑚𝑎𝑥

otherwise                        

 (6) 

where 𝑣𝑖𝑑(𝑡 + 1) denotes the dth component of velocity 

vector associated with an ith particle at iteration 
(𝑡 + 1) within the PSO algorithm. The 𝑣𝑑

𝑚𝑎𝑥 value 

defines velocity clamping. In literature, a common 

practice is to evaluate the parameter 𝑣𝑑
𝑚𝑎𝑥 using a 

function that depends on the search space boundaries 

[25, 26, 32]: 

𝑣𝑑
𝑚𝑎𝑥 = 𝛿(𝑥𝑑

𝑚𝑎𝑥 − 𝑥𝑑
𝑚𝑖𝑛) (7) 

where 𝛿 is a constant, whilst 𝑥𝑑
𝑚𝑎𝑥 and 𝑥𝑑

𝑚𝑖𝑛 denote the 

upper and lower boundaries of the search space in the dth 

dimension, respectively. In this paper, the parameter 𝛿 is 

set to 𝛿 = 0.1, as in [32]. For each particle, its velocity 

vector is used to update the position of that particle. The 

position vector 𝑥𝑖 = (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝐷) for the ith particle 

is updated based on the following equation [27-29]: 

𝑥𝑖𝑑(𝑡 + 1) = 𝑥𝑖𝑑(𝑡) + 𝑣𝑖𝑑(𝑡 + 1) (8) 

After the velocity and position of each particle have 

been updated, the fitness function of each particle is 

determined [25]. Following this, the personal best 

position of each particle is updated, and finally, the 

global best position is updated. Thus, if the updated 

position of a particle results in an improved fitness value 

compared to the particle’s previous personal best, the 

particle’s personal best position (pbest) is accordingly 

modified [25]. The updated global best position (gbest) 

denotes the best position attained by any particle in the 

swarm thus far. This process is repeated until a user-

defined termination criterion is satisfied. In this paper, 

the maximum number of iterations is set to 50. After the 

algorithm is terminated, the best solution is returned. 

Table 1 presents the parameters of the PSO algorithm 

that are used in this paper. 

 

Table 1. Parameters of the PSO algorithm 

PSO parameters value 

Population size  N = 20 

Cognitive acceleration coefficient 𝑐1 = 2 

Social acceleration coefficient 𝑐2 = 2 

Initial inertia weight value 𝜔𝑖𝑛𝑖𝑡 = 0.9  

Final inertia weight value 𝜔𝑓𝑖𝑛 = 0.4   

Parameter 𝛿 𝛿 = 0.1 

Maximum number of iterations 𝑡𝑚𝑎𝑥 = 50 

Lower bounds of the search space 𝑥𝑚𝑖𝑛 = (0, 0) 

Upper bounds of the search space 𝑥𝑚𝑎𝑥 = (15, 0.1) 

 

The PSO algorithm is employed to obtain the target 

data for the MLP training dataset. For each considered 

spatial arrangement of phase conductors and the 

reference current intensity value, 𝐼𝑟, the Biot-Savart law-

based method is used to calculate the magnetic flux 

density for different points on the lateral profile. 

Subsequently, PSO algorithm is applied to fit the 

mathematical model in Eqn. (3) to the data obtained by 

the Biot-Savart law-based method.  

Specifically, for a given spatial arrangement of 

OHTL phase conductors, the PSO algorithm is used to 

evaluate the linear and nonlinear coefficient values 

{�̂�𝑃𝑆𝑂, �̂�𝑃𝑆𝑂} that minimize the following objective 

function: 
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𝑓(𝐿𝑃𝑆𝑂, 𝑁𝑃𝑆𝑂) = 

1

𝑇
∑ (𝐵𝑥

𝐵𝑆 − �̂�𝑥
𝑃𝑆𝑂(𝐿𝑃𝑆𝑂, 𝑁𝑃𝑆𝑂))

2
𝑇−1

𝑥=0

      (9) 

 

where 𝐵𝑥
𝐵𝑆 and �̂�𝑥

𝑃𝑆𝑂 denote the magnetic flux density 

values evaluated at a point positioned 1 m above the 

ground level and at a lateral distance of 𝑥 meters from 

the central phase conductor by BS method and the 

function in Eqn. (3), respectively. In each case, a total of 

𝑇 = 41  different points along the lateral profile were 

considered. For a specific layout of phase conductors, 

shown in Fig. 3(a), the results of minimizing the function 

in Eqn. (9) using the PSO algorithm are presented in 

Fig. 3(b). The obtained model parameters are �̂�𝑃𝑆𝑂 = 

1.1816 μT and �̂�𝑃𝑆𝑂 = 0.00101. This example demon-

strates how MLP training data is formed. For a given 

spatial arrangement of phase conductors, the MLP input 

vector is (𝑥2, 𝑦1, 𝑦2, 𝑦3) and the targets vector is (�̂�𝑃𝑆𝑂, 

�̂�𝑃𝑆𝑂). 

 

 

Fig. 3. (a) Spatial arrangement of phase-conductors (b) The magnetic flux density calculated using the 

BS method and the PSO-based fitting results 

 

3 Experimental analysis 

The performance of the proposed method for the 

estimation of magnetic flux density distribution along 

the lateral profile is compared to the Biot-Savart law- 

based method and field measurement results. The 

performance of the proposed method is compared to the 

BS method on a large test dataset and on four specific 

test cases its performance is analyzed in detail. 

 

3.1 Comparative analysis with Biot-Savart law-based 

method 

In the first experiment, the performance of the 

proposed PSO-ANN method is compared to the BS 

method on four test cases. Each test case is characterized 

by a specific phase conductor configuration and the 

current intensity value. The considered phase conductor 

configurations are presented in Fig. 4. The first two 

examples, shown in Fig. 4(a) and Fig. 4(b), correspond 

to the horizontal and vertical phase conductor 

configurations, respectively. The remaining two 

examples belong to the third phase conductor 

configuration type. In the example presented in Fig. 4(c), 

the central phase conductor is positioned at a greater 

height than the outer phase conductors, whereas in the 

example, shown in Fig. 4(d), the outer phase conductors 

are placed higher than the central phase conductor. For 

each considered test case, different current intensity 

values are used. For the test cases corresponding to the 

horizontal and vertical phase conductor configurations, 

the currents are set to 𝐼𝑎= 400 A and 𝐼𝑎 = 600 A, 

respectively. On the other hand, for the test cases 

corresponding to the phase conductor configurations 

presented in Fig. 4(c) and Fig. 4(d), the currents are set 

to 𝐼𝑎= 800 A and 𝐼𝑎= 1000 A, respectively. 

For each test case, the results obtained by the 

proposed method and the Biot-Savart law-based method 

are shown in Fig. 5. Furthermore, the performance of the 

proposed method is compared to the results obtained 

when the function in Eqn. (3) is fitted to the magnetic 

flux density distribution calculated by the Biot-Savart 

law-based method. PSO algorithm is employed to 

determine the coefficients of the function in Eqn. (3) by 

minimizing the objective function in Eqn. (9). 
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Fig. 4. Spatial arrangement of phase-conductors corresponding to four different test cases 

 

 

Table 2. Linear and nonlinear coefficient values for different overhead line examples 

Phase conductor 

configuration 

Proposed method Fitting results by PSO 

Coefficient 𝐿𝑠 (μT) Coefficient 𝑁𝑀𝐿𝑃 Coefficient �̂�𝑃𝑆𝑂  (μT) Coefficient �̂�𝑃𝑆𝑂  

Example  

in Fig. 4(a) 
6.9667 0.00191 6.9633 0.00191 

Example  

in Fig. 4(b) 
5.3362 0.00175 5.3603 0.00175 

Example 

in Fig.4(c) 
13.7891 0.00190 13.8235 0.00189 

Example  

in Fig. 4(d) 
16.4887 0.00136 16.4628 0.00136 

 

 

 
 

 



Journal of Electrical Engineering, Vol. 75, No. 5, 2024                                                                 407 

  

 

In order to evaluated how closely the results of the 

proposed method approximate the results obtained by 

the BS method, the coefficient of determination (𝑅2) and 

mean square error (MSE) are evaluated for each of the 

four analyzed phase conductor arrangements. The MSE 

and 𝑅2 are defined as follows: 

𝑀𝑆𝐸 =
1

𝑀
∑(𝐵𝑖

𝐵𝑆 − �̂�𝑖)
2

𝑀

i=1

 (10) 

𝑅2 = 1 −
∑ (𝐵𝑖

𝐵𝑆 − �̂�𝑖)
2𝑀

i=1

∑ (𝐵𝑖
𝐵𝑆 − �̅�𝐵𝑆)

2𝑀
i=1

 (11) 

Here, 𝐵𝑖
𝐵𝑆 denotes the ith magnetic flux density value 

calculated by BS method, whereas �̅�𝐵𝑆 denotes the 

average value of all results calculated using the BS 

method. The �̂�𝑖 denotes the ith magnetic flux density 

value estimated using the proposed method, and M 

represents the total number of considered samples.  

For the phase conductor configurations in Fig. 4  

(a)-(d), the MSE results are 0.067×10–12 T2,  

0.158×10–12 T2, 0.265×10–12 T2, 0.217×10–12 T2, respect-

tively. For the phase conductor configurations in Fig. 4 

(a)-(d) the obtained 𝑅2 results are 0.987, 0.943, 0.987, 

0.991, respectively.  

Figure 5 demonstrates that the proposed PSO-ANN 

based method is able to generate magnetic flux density 

estimates that at numerous instances reasonably well 

approximate the magnetic flux density values obtained 

by the BS method. However, there are some instances 

where more notable differences between the results 

obtained by these two methods can be observed. It is 

important to emphasize that the proposed method 

describes the magnetic flux distribution over the lateral 

profile using a mathematical model that is defined with 

only two parameters and thus, the proposed method is 

not always able to very closely approximate BS results 

at all instances. However, it should be emphasized that 

in all four cases, the results of the proposed method very 

closely approximate the results that are obtained when 

this mathematical model is directly fitted to the observed 

BS values.  

In addition, the results of the proposed method are 

very similar to the results attained by directly fitting the 

function in Eqn. (3) to the magnetic flux density 

distribution obtained by the BS method. It is important 

to emphasize that the proposed method uses only five 

input parameters and relies on the use of the proposed 

 

 

 

 

ANN model to estimate linear and non-linear coefficient 

values, whereas PSO-based model fitting approach 

requires that the magnetic flux density distribution over 

the lateral profile is previously calculated by the BS 

method. 

As shown in Fig. 5, the difference in the magnetic 

flux density estimates between the BS method and the 

proposed method are most notable for the case of vertical 

arrangement of phase conductors in Fig. 4(b). The 

observed discrepancies between the results obtained by 

the proposed method and the BS method, Fig. 5(b), can 

be attributed to the inability of the considered two-

parameter mathematical model to describe the shape of 

the magnetic flux density distribution over lateral profile 

that is obtained by the BS method. Even when the 

considered mathematical model is directly fitted to the 

obtained BS results, the obtained results are very similar 

to those that were obtained by the proposed method. 

Table 2 shows the linear and non-linear coefficient 

values estimated by the proposed method and the PSO-

based model fitting approach for each test case. There is 

very little discrepancy in the coefficient values between 

the two methods. Given the intrinsic nature of the model 

utilized to describe the magnetic flux density 

distribution along the lateral profile, it is easy to consider 

how the obtained coefficient values affect the resulting 

magnetic flux density distribution.  

In the next experiment, the performance of the 

proposed magnetic flux density estimation method is 

evaluated on a large test dataset. The performance of the 

proposed method is assessed using the following 

metrics: the mean squared error (MSE) and the 

coefficient of determination (𝑅2), defined in Eqn. (10) 

and Eqn. (11), respectively. The test dataset contains 

984,000 magnetic flux density data points. Specifically, 

the dataset represents 24,000 different spatial 

arrangements of phase conductors. 𝐼𝑟 = 100 A is 

assumed. For each spatial arrangement of phase 

conductors, 41 different locations over the lateral profile 

are considered, from 𝑥 = 0 m to 𝑥 = 40 m, in increments 

of 1 m. 

Based on the test dataset with M = 984,000 data 

points, the following coefficient of determination and 

mean square error values are attained: 𝑅2 = 0.9722 and  

MSE = 0.0124×10–12 T2. These results highlight the 

versatility of the proposed method, showcasing its 

applicability across a variety of different spatial 

arrangements of phase conductors. 
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Fig. 5. The results of magnetic flux density estimation using the proposed PSO-ANN method,  

Biot-Savart law-based (BS) method and PSO-based model fitting 

 

 

3.2 Comparative analysis with field measurement 

results 

In this section, a real 400 kV overhead transmission 

line connecting substation (SS) Sarajevo 10 to substation 

Sarajevo 20 is considered. This overhead line has  

a horizontal configuration of phase conductors.  

A handheld cable height meter instrument, Suparule 

model 600 is used to measure the height of each phase 

conductor. The spatial arrangement of phase conductors 

is presented in Fig. 6(a). Phase current intensity of  

𝐼 = 86.88 A serves as the common input parameter for 

both the proposed method and BS method. Current 

intensity value is obtained from SCADA system. On the 

other hand, the instrument Narda ELT - 400 with a 3D 

probe is used to obtain the magnetic flux density 

measurements along the lateral profile 1 m above the 

ground surface.  

The field measurement results are presented in  

Fig. 6(b) along with the results determined by the BS 

method and the proposed method.  

The magnetic flux density measurements presented 

in Fig. 6(b) are performed at 26 points on the lateral 

profile, that are 1 m apart and 1 m above ground level. 

Measurements are performed at a location in the 

suburban area, where the terrain can be considered as 

approximately flat with some minor local unevenness. 

The RMS value of magnetic flux density is measured. 

The measurement duration for one point was about 20 

seconds. It should be noted, that even in the short 

amounts of time, a significant overhead line phase 

current intensity changes can occur. It is important to 

stress that the results obtained by the BS method are 

calculated using the exact phase conductor heights as 

shown in Fig. 6(a). Conversely, the proposed method for 



Journal of Electrical Engineering, Vol. 75, No. 5, 2024                                                                 409 

  

magnetic flux density estimation assumed a perfectly 

horizontal spatial arrangement of phase conductors. 

Thus, the height of each phase conductor is set to the 

average value of all three phase conductors, thus 

ℎ = 8.74 m. In this case, the proposed method obtained 

the following linear and non-linear coefficient values: 

𝐿𝑠 = 2.4159 μT and 𝑁𝑀𝐿𝑃 = 0.00237. 

Figure 6(b) demonstrates that the results of the 

proposed method closely approximate the field 

measurements and the results calculated by the BS 

method. Numerous instances can be observed where the 

magnetic flux density values derived from the proposed 

method are closer to the magnetic field measurements 

than the results of the BS method. The fact that current 

intensity varies during the time interval when the field 

measurements are performed can explain some of the 

observed discrepancies between the field measurements 

and the results obtained by the proposed method. 

 

 

 

 

Fig. 6. Overhead transmission line SS Sarajevo 10 - SS Sarajevo 20: (a) Phase conductor configuration, 

(b) Magnetic flux density distributions  

 

4 Conclusion 

This paper presents a novel method based on particle 

swarm optimization and artificial neural networks for 

magnetic flux density estimation in the proximity of 

overhead transmission lines. The ANN model is trained 

using the scaled conjugate gradient algorithm to estimate 

the parameters of a mathematical model that describes 

the magnetic flux density distribution along the entire 

lateral profile for a range of different overhead trans-

mission line configurations. To enable effective training 

of the ANN model, a specific emphasis is placed on 

selecting a small number of ANN input variables. The 

ANN model has only four inputs that define the spatial 

layout of phase conductors. For each considered phase 

conductor configuration in the training dataset, the 

particle swarm optimization algorithm is utilized to 

derive the training target data. The performance of the 

proposed method is compared to the Biot-Savart law- 

based method on a large test dataset. In addition, four 

test cases corresponding to different spatial arrange-

ments of phase conductors and current intensity values 

have been examined in detail. The paper also examined 

a real 400 kV overhead transmission line, and a compa- 

rison was made between the results derived from the 

proposed method and the field measurements. The 

presented results showcase the successful application of 

the proposed method in estimating the magnetic flux 

density distribution across various phase conductor 

configurations and different current intensity values. 

The applications of the proposed method are constrained 

to the specific types of phase conductor configurations 

that were considered in this paper. 
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