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Pseudorandom encoders represent a significant type of absolute position encoders that can be implemented using only a single 

code track on a code disk and a single reading head, making them especially suitable for high-resolution position measurements. 

Since pseudorandom code words used for encoding positions are not compatible with other electronics, pseudorandom encoders 

include a converter that translates the pseudorandom code into the natural binary code. This paper proposes an improved 

implementation of the serial Fibonacci pseudorandom/natural code converter used in pseudorandom position encoders. The 

improvement is based on modifying the way bits are written into the converter’s shift register, which reduces the propagation 

delay inside the code converter, thus enabling an increase in the clock frequency. Simulations of the proposed solution, 

performed in Multisim software, provide a realistic picture of its behaviour and performance. Based on the simulation results, 

the proposed solution enables a significant increase in the clock frequency of the code converter by 180.54% or 57.56%, 

depending on the encoder resolution. This significantly boosts the speed of code conversion and enhances the overall 

performance of the position encoder. The proposed solution is highly valuable for numerous position measurement applications, 

especially in the increasingly relevant high-resolution applications. 

Keywords: position measurement, pseudorandom absolute position encoder, pseudorandom binary sequences, serial pseudorandom/natural 
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1 Introduction 

Absolute position encoders [1,2] are transducers for 

measuring linear and angular absolute position, offering 

small size, high resolution, and strong reliability. Their 

main advantages over incremental position encoders are 

the absence of error accumulation and the ability to 

provide accurate position information immediately after 

power restoration, unlike incremental encoders which 

require resynchronization time [2]. Absolute encoders 

are used in a wide range of applications related to 

position and angular velocity determination [3]. They 

are found in mechanical arms, machine positioning and 

printers [4], aerospace, automotive manufacturing and 

intelligent robots [1], radars, theodolites, CNC (com-

puter numerical control) machines [5], integrated 

circuits manufacturing, machine health monitoring [4,6], 

crane positioning [7], industrial motors’ shaft posi-

tioning [8], copiers, scanners, servo and stepper motor 

feedback systems, telescopes, process lines, elevators, 

and wind turbines. 

In absolute encoders for measuring angular position, 

a key component is the code disk, which is mounted on 

the shaft and rotates with it. The code disk is divided into 

sectors, each encoded with a unique code word. Classic 

implementation of absolute position encoders is based 

on transversal position encoding using natural or Gray 

code [8], which requires a separate code track on the disk 

and a distinct reading head for each bit of the code word. 

This results in an increased number of code tracks on the 

disk and more reading heads as the resolution increases, 

leading to higher complexity, cost, and disk size, as the 

main drawback [2,9]. 

One of important innovations in the field of absolute 

position encoders is the introduction of pseudorandom 

encoders [5,7,10,11] that utilize pseudorandom binary 

sequences (PRBS) of maximum length (known as  

m-sequences) generated by linear feedback shift register 

[5,12,13]. PRBS m-sequences are widely used in other 

areas such as wireless communications [13], crypto-

graphy and steganography [14], fault diagnosis for high 

voltage distribution networks [15], radar systems [16], 

and pollutant source estimation [17]. Pseudorandom 

position encoders utilize longitudinal position encoding 

with a pseudorandom code, enabling the use of only one 

code track for position encoding regardless of the 

resolution. Also, as consecutive code words in the 

pseudorandom code differ by only one bit, reading of 

code words can be performed with a single reading head 

[7,18] which is not feasible with classic absolute 

encoders. Hence, the main advantage of pseudorandom 

encoders is that increasing resolution does not lead to 

increase the number of code tracks and reading heads, 

preventing in this way increasing of complexity, cost, 

and disk size and making them particularly suitable for 

high-resolution absolute encoders [2]. In addition, 

pseudorandom position encoders have other important 

advantages compared to classic absolute position 

encoders, including the ability to apply error detection 
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methods for enhanced reliability [19] and possibility of 

direct zero position adjustment after mounting the code 

disk on the shaft [10]. 

However, pseudorandom code words are not directly 

usable in digital electronic systems and need to be 

converted to natural binary code. There are two main 

types of pseudorandom/natural code converters: serial 

[2,11,20] and parallel [2]. Parallel conversion uses  

a code conversion table stored in ROM, while serial 

conversion employs a shift register. This paper focuses 

on serial code converters, which are widely used due to 

their simplicity and the ease of zero position adjustment 

without significant hardware or software changes [10]. 

The standard design for serial pseudorandom/natural 

code converters is known as the Fibonacci code con-

verter [11,20], based on a Fibonacci PRBS generator 

consisting of a shift register with feedback configu-

ration. The code conversion process starts by loading the 

bits of the read pseudorandom code word into the shift 

register. With each clock pulse, the shift register 

transitions to a new state until it reaches the reference 

state corresponding to the zero position. The natural 

binary code word is obtained by counting the clock 

pulses needed for the shift register to reach this reference 

state. 

The code conversion speed is a critical factor, 

affecting the operational speed of the entire pseudo-

random encoder and the permissible movement speed of 

the rotating system being measured. The rotating system 

must not move to the next sector until the code word 

corresponding to the current sector is fully converted. 

The conversion time for the read code word depends on 

the number of clock pulses required for the Fibonacci 

converter's shift register to match the reference code 

word. The worst-case scenario must be considered, 

corresponding to the longest conversion time that occurs 

for the code word farthest from the reference. As 

resolution increases, the duration of the longest con-

version also increases, making conversion speed 

particularly critical for higher resolutions.  

The conversion time is directly dependent on the 

clock pulse duration of the Fibonacci converter, which 

in turn depends on the maximum propagation delay 

within the Fibonacci converter circuit. To enhance the 

overall operational speed of the position encoder, it is 

essential to minimize this maximum propagation delay 

within the Fibonacci converter, thereby increasing the 

converter’s clock frequency. This paper addresses this 

problem by proposing a solution that significantly 

decreases propagation delays within the converter and 

accelerates code conversion, particularly facilitating the 

implementation of pseudorandom encoders with higher 

resolutions needed in a number of modern applications. 

 

 

The main contribution of this paper is an improved 

implementation of the Fibonacci code converter 

compared to the method known in literature [20]. This 

enhancement involves modifying the bit-writing process 

in the shift register's flip-flops, separating the path for 

writing bits of a new pseudorandom code word from the 

path for writing bits obtained during the conversion of 

the current code word. This eliminates certain input logic 

circuits, significantly reducing propagation delay and 

increasing clock frequency, thus speeding up the code 

conversion process. 

Considering different resolutions, the maximum 

propagation delay of the Fibonacci code converter 

depends on the number of XOR logic gates in the 

feedback loop of the converter's shift register. It is 

known [12,13] that the number of XOR logic gates is 1 

for most resolutions, while it is 3 for others. Therefore, 

this paper examines two resolution values for the 

Fibonacci code converter: a 6-bit converter (as a repre-

sentative example with one XOR logic gate in the 

feedback loop) and an 8-bit converter (as a repre-

sentative example with three XOR logic gates). 

To evaluate the functionality and performance of 

both classic and improved Fibonacci code converters, 

simulations will be performed using NI Multisim 

software, an industry-standard tool for analysing the real 

behaviour of electronic circuits. These simulations will 

utilize logic circuits from the widely used 74LVC 

family. The improved Fibonacci code converter demon-

strates the ability to operate at significantly higher clock 

frequencies than the classic implementation, which is the 

main contribution of this paper. Speci-fically, the 

improved design allows for more than a 180% increase 

in clock frequency for converters with one XOR logic 

gate in the feedback loop of the shift register, and over  

a 57% increase for converters with three XOR logic 

gates. This substantial rise in clock frequency not only 

accelerates the code conversion process but also 

enhances the performance of the entire position encoder, 

which is crucial for many applications, especially those 

requiring higher resolutions. The proposed solution is 

not only theoretically significant but also practically 

valuable due to the broad applicability of pseudorandom 

position encoders. 

The paper is organized as follows. Section 2 

describes the classic implementation of the Fibonacci 

code converter as known in the literature. Section 3 

presents an improved implementation of the Fibonacci 

code converter, as the main contribution of this paper. 

Section 4 discusses numerical results, and Section 5 

concludes the paper. 

 

 

 



420                   Milan R. Dinčić et al.: Improved implementation of serial pseudorandom/natural code converters …  

2 Classic implementation of the Fibonacci 

pseudorandom/natural code converter 

A maximal length PRBS (m-sequence) of resolution 

n consists of 2𝑛 − 1 bits. Each sequence of n 

consecutive bits in the m-sequence forms a unique code 

word, with the last 𝑛 − 1 bits of one code word 

overlapping with the first 𝑛 − 1 bits of the next code 

word. There are 2𝑛 − 1 different n-bit code words in 

total. The m-sequence generator of resolution n consists 

of a linear feedback shift register (LFSR) containing n D 

flip-flops and a feedback loop with XOR logic gates. 

Each code word represents one of the 2𝑛 − 1 possible 

states of the shift register, starting from a predefined 

reference state. The all-zero state is not allowed, as the 

shift register would be unable to exit that state. Each m-

sequence has an inverse sequence, appearing as its 

mirror image.  Starting from the same reference state, the 

inverse sequence generator will pass through the same 

states as the generator of the original (direct) sequence 

but in reverse order. 

In an n-bit pseudorandom absolute position encoder, 

a code disk is attached to the rotating system whose 

angular position is measured. The disk is divided into  

2𝑛−1 angular sectors, each assigned a unique n-bit 

pseudorandom code word from a direct m-sequence 

inscribed on the disk. Angular position is measured 

relative to a reference (zero) sector, encoded with a 

specific reference code word 𝑌1
0𝑌2

0 … 𝑌𝑛
0. To determine 

the current angular position, the pseudorandom code 

word 𝑌1𝑌2 … 𝑌𝑛 corresponding to the current sector is 

read from the disk. Since pseudorandom code words 

cannot be directly processed by digital electronics, the 

read n-bit code word is converted into an n-bit natural 

binary code word.   

Figure 1 shows the block diagram of the classic 

implementation of the Fibonacci pseudorandom/natural 

code converter for an arbitrary resolution n, as described 

in [20]. This converter transforms an input pseudo-

random code word 𝑌1𝑌2 … 𝑌𝑛 into an output code word 

𝑃1𝑃2 … 𝑃𝑛 of the natural binary code. The core 

component of the Fibonacci code converter is the 

Fibonacci generator of the m-sequence inverse in 

relation to the m-sequence written on the code disk. 

Generator of the inverse m-sequence consists of a shift 

register with a feedback circuit, where the shift register 

is implemented using n D-type flip-flops FF1, … , FF𝑛. 

The structure of the feedback path, specifically the 

number and position of XOR logic gates within it, is 

determined by the generator polynomial 𝑃𝑛 (𝑋) = 𝑋𝑛 +
𝑐𝑛−1𝑋𝑛−1 + ⋯ + 𝑐1𝑋 + 1, where 𝑐𝑖 (𝑖 = 1, …, 𝑛 − 1) are 

binary coefficients that can be either 0 or 1 [12,13]. If 

𝑐𝑛−𝑖 = 1 (𝑖 = 1, …, 𝑛 − 1), the corresponding connection 

and XOR𝑖 logic gate exist in the feedback circuit. 

Conversely, if 𝑐𝑛−𝑖 = 0, the corresponding con-

nectionand XOR𝑖 logic gate do not exist. Thus, if k 

denotes the number of coefficients 𝑐𝑛−𝑖 (𝑖 = 1, …, 𝑛 − 1) 

equal to 1, then k XOR logic gates exist in the feedback 

path. 

 

 

Fig. 1. Classic implementation of the Fibonacci code 

converter for an arbitrary resolution n 

 

The Fibonacci pseudorandom/natural code converter 

operates as follows. Initially, the bits of the read pseudo-

random code word 𝑌1𝑌2 … 𝑌𝑛 are loaded into the flip-

flops of the shift register. With each clock pulse, the shift 

register transitions to a new state until it reaches the 

reference state 𝑌1
0𝑌2

0 … 𝑌𝑛
0. A counter counts the number 

of clock pulses from the start of the conversion until the 

shift register attains the reference state. The counter's 

value at this moment represents the code word 𝑃1𝑃2 … 𝑃𝑛 

in natural binary code. 

In addition to the Fibonacci generator for the inverse 

m-sequence, the Fibonacci code converter includes 

several crucial components for proper operation. Firstly, 

there is a logic circuit consisting of NOT gates 

(NOT1, … , NOT𝑛) and a NAND1 gate, designed to check 

if the shift register has reached the reference state. If the 

bit 𝑌𝑖
0 (𝑖 = 1, … , 𝑛) of the reference code word is 0, the 

output of the flip-flop FF𝑖 passes through the 

corresponding NOT𝑖 gate before reaching the NAND1 
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gate. Conversely, if 𝑌𝑖
0 = 1, the output of the flip-flop 

FF𝑖 goes directly to the NAND1 gate. Figure 1 illustrates 

this setup for the reference code word 𝑌1
0𝑌2

0 … 𝑌𝑛
0 = 

11…10. 

We previously noted that a shift register state of all 

zeros is prohibited, as the register cannot transition out 

of this state. During normal operation, the shift register's 

design prevents this state. However, during the startup 

phase of the Fibonacci converter, the shift register might 

initially be in an all-zero state, hindering functionality. 

To address this, a NAND0 logic gate is included in the 

converter circuit. The NAND0 gate's inputs are 

connected to the inverted outputs of all the flip-flops in 

the shift register. If the register enters an all-zero state at 

the startup phase, the NAND0 gate outputs a logic 0, 

triggering a control signal, γ = 0. This signal initiates the 

writing of bits from the read code word into the flip-

flops, allowing the shift register to exit the all-zero state 

and resume normal operation. Once the startup phase is 

complete, the NAND0 gate no longer affects the system, 

and only the NAND1 gate controls the γ bit. 

If the bit γ at the output of the ANDγ logic gate is 1, 

the conversion of the current pseudorandom code word 

is not yet complete and must continue. When the shift 

register reaches the reference state 𝑌1
0𝑌2

0 … 𝑌𝑛
0, bit γ 

becomes 0, indicating the end of the current 

pseudorandom code word conversion. At this point, the 

current content of the counter (representing the output 

code word in natural binary code) is written to the output 

register; then, the counter is reset to zero, preparing for 

the conversion of the next pseudorandom code word. 

In each clock pulse, a new bit is written into each flip-

flop. There are two possibilities: if γ = 1, the current 

conversion is not finished, and bits obtained by the 

shifting process of the shift register are written into the 

flip-flops. If γ = 0, the current conversion is complete, 

and bits of the new pseudorandom code word are written 

into the flip-flops, preparing for the next conversion. In 

the classic implementation of the Fibonacci code 

converter shown in Fig. 1, bits are written into the flip-

flops only through the D inputs for both cases (γ = 0 and 

γ = 1). Therefore, there are three logic gates 

(AND𝑖,1,  AND𝑖,2 and OR𝑖) at the input of each flip-flop 

FF𝑖 (𝑖 = 1, … , 𝑛), controlling the writing of bits into flip-

flops. If γ = 1, bits obtained by the shift register's shifting 

process are written into the flip-flops through the AND𝑖,1 

and OR𝑖 gates. If γ = 0, bits of the next pseudorandom 

code word are written into the flip-flops through the 

AND𝑖,2 and OR𝑖 gates. 

To better explain the Fibonacci code converter, let's 

consider the conversion process for an 8-bit resolution, 

as illustrated in Fig. 2. This converter is based on the 

generator polynomial 𝑃8(𝑋) = 𝑋8 + 𝑋6 + 𝑋5 + 𝑋2 +
1 [12,13]. The coefficients are: 𝑐7 = 0, 𝑐6 = 1, 𝑐5 = 1, 𝑐4 

= 0, 𝑐3 = 0, 𝑐2 = 1, 𝑐1 = 0. Thus, there are k = 3 non-zero 

coefficients, requiring three XOR logic gates in the 

feedback loop. Consider 𝑌1𝑌2 … 𝑌8 = 01100011 as the 

pseudorandom code word to be converted to natural 

binary code, with 𝑌1
0𝑌2

0 … 𝑌8
0 = 10100000 as the 

reference pseudorandom code word (reference state). 

Initially, the pseudorandom code word 𝑌1𝑌2 … 𝑌8 is 

loaded into the shift register. With each clock pulse, the 

shift register transitions through the following states: 

01100011 → 11000110 → 10001101 → 00011010 → 

00110101 → 01101010 → 11010100 → 10101000 → 

01010000 → 10100000. After the 9th clock pulse, the 

shift register reaches the reference state 10100000. 

Starting from 0, the counter counts to p = 9. Therefore, 

the result of the code conversion process is the natural 

binary code word 𝑃1𝑃2 … 𝑃8 = 00001001, which is the 

binary representation of p = 9. 

 

 

Fig. 2. Classic implementation of the Fibonacci code 

converter for resolution n = 8 
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3 Improved implementation of the Fibonacci 

pseudorandom/natural code converter 

As previously described, the classic implementation 

of the Fibonacci pseudorandom/natural code converter 

involves writing bits into flip-flops solely through the D 

input, regardless of whether γ = 0 or γ = 1. This approach 

necessitates additional logic gates AND𝑖,1,  AND𝑖,2 and 

OR𝑖 at the flip-flop inputs, which increases propagation 

delay. In this section, we propose an improved 

implementation of the Fibonacci code converter by 

modifying the bit-writing process into the flip-flops. The 

new approach separates the bit-writing paths for γ = 1 

and γ = 0. Specifically, when γ = 1, bits resulting from 

the shift register's shifting process are written into the 

flip-flops via the D inputs. Conversely, when γ = 0, bits 

of the next pseudorandom code word are written into the 

flip-flops using the set/reset (S/R) inputs. This 

improvement leverages the following rules of D flip-flop 

operation: 

(i): if S = 1 and R = 1 then Q = D;  

(ii): if S ≠ R (i.e. S = R̅) then Q = R, irrespective of D. 

Using those rules, the paper proposes the modified 

bit-writing scheme into the flip-flops, as illustrated in 

Fig. 3, as its main contribution. Let us consider an 

arbitrary i-th flip-flop FF𝑖. The bit resulting from the 

shift register's shifting process is applied to the D input. 

The signals at the S and R inputs are defined as follows: 

S = 𝑌�̅� OR γ and R = 𝑌𝑖 OR γ, where 𝑌𝑖 is the i-th bit of 

the next pseudorandom code word and 𝑌�̅� = NOT(𝑌𝑖). 

Here's how the scheme functions.  

• When γ = 1: S = 1 and R = 1. According to rule (i), Q 

= D, meaning the bit from the D input (obtained by 

shifting) is written into the flip-flop. 

• When γ = 0: S = 𝑌�̅� and R = 𝑌𝑖, meaning that S ≠ R. 

According to rule (ii), Q = R = 𝑌𝑖, so the bit 𝑌𝑖 of the 

next pseudorandom code word is written into the flip-

flop.  

As we can see, the proposed modification to the 

Fibonacci code converter ensures accurate bit-writing 

into the flip-flops, allowing the same functionality as the 

classic Fibonacci converter. However, it eliminates 

AND𝑖,1,   AND𝑖,2 and OR𝑖 gates from Fig. 1, decreasing 

the propagation delay in this way and significantly 

increasing the clock frequency and accelerating the code 

conversion process, as will be demonstrated in the next 

section. 

 

 

Fig. 3. New method of writing bits into the flip-flops of 

the shift register 

 

The improved Fibonacci pseudorandom/natural code 

converter, which incorporates the modified method for 

writing bits into flip-flops, is illustrated in Fig. 4 for an 

arbitrary resolution n. Additionally, Fig. 5 demonstrates 

this converter for a resolution of n = 8. 

 

 

Fig. 4. Improved Fibonacci pseudorandom/natural code 

converter for an arbitrary resolution 
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Fig. 5. Improved Fibonacci pseudorandom/natural code 

converter for resolution n = 8 

 

4 Results and discussion 

As resolution changes, the number of XOR gates in 

the feedback loop varies influencing the propagation 

delay, while the impact of other logic circuits on 

propagation delay remains constant. The number of 

XOR gates is determined by the parameter k, which 

indicates the number of coefficients equal to 1 in the 

generator polynomial 𝑃𝑛(𝑋). For a given resolution n, 

different m-sequences can be generated due to the 

existence of different generator polynomials 𝑃𝑛(𝑋) with 

different values of the parameter k. Since k affects the 

number of XOR gates, the smallest value of k is 

preferred in practical implementations to reduce 

complexity, cost and propagation delay. Examination of 

generator polynomials [12,13] for various resolutions n 

(up to several tens) reveals that the minimal values of k 

are 1 or 3. This means that a Fibonacci converter can be 

implemented with either one or three XOR gates in the 

feedback loop, depending on the resolution n. Therefore, 

the implementation of these code converters will be 

analysed for two specific resolution values: n = 6 as  

a representative example of the Fibonacci converter with 

one XOR gate, and n = 8 as a representative example of 

the Fibonacci converter with three XOR gates. 

We will analyse the performance of the both types of 

Fibonacci code converters (classic and improved) 

described earlier (refer to Figs. 1 and 4) using NI 

Multisim, a SPICE simulation software for analog, 

digital, and power electronics. Multisim enables detailed 

analysis of circuit behaviour, including both 

functionality and propagation delays. For our 

simulations, we will use logic gates from the widely 

adopted 74LVC family. The software's flexibility allows 

us to adjust the clock frequency over a broad range. By 

simulating both the classic and improved Fibonacci code 

converters at various clock frequencies, we can 

determine the maximum clock frequency 𝑓max for which 

the converters still function correctly. The results of 

these simulations are summarized in Table 1. 

The main finding is that the improved imple-

mentation of the Fibonacci code converter operates at 

much higher clock frequencies than the traditional 

version. Specifically, the clock frequency rises from 

28.98 MHz (for k = 1 and k = 3) to 81.30 MHz  

(for k = 1) and 45.66 MHz (for k = 3), marking increases 

of over 180.54% and 57.56%, respectively. This 

substantial improvement in clock frequency not only 

accelerates the code conversion process but also boosts 

the performance of the entire position encoder, which is 

crucial for many applications, particularly those 

requiring higher resolutions. 

 

Table 1. Values of the maximum clock frequency 

𝑓max for the classical and improved Fibonacci code 

converters obtained by simulations 

n k 

Classic 

implementation 

Improved 

implementation 

𝑓max (MHz) 𝑓max (MHz) 

6 1 28.98 81.30 

8 3 28.98 45.66 
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5 Conclusion 

This paper presented a modified implementation of 

the serial Fibonacci pseudorandom/natural code 

converters, allowing them to operate at significantly 

higher clock frequencies than the classic implementation 

described in the literature. The modification involved 

altering the process of writing bits into the flip-flops of 

the Fibonacci converter. This change aimed to separate 

the bit-writing paths for a new pseudorandom code word 

(at the beginning of a new code word conversion) from 

those used during the shifting process of the current code 

word conversion. By eliminating the need for certain 

logic circuits at the input of the flip-flops, the 

modification reduced propagation delays and increased 

the clock frequency, thereby accelerating the code 

conversion process. The paper detailed both the classical 

and modified implementations of the code converter. 

Simulations of both versions were conducted using 

Multisim software with 74LVC series logic circuits to 

assess their real-world behaviour. The results 

demonstrated that the modified implementation 

achieved clock frequencies by 180.54% or 57.56% 

higher than the classical version, depending on whether 

one or three XOR logic gates were used in the code 

converter feedback circuit. This increase in clock 

frequency not only significantly accelerated the code 

conversion process but also enhanced the performance 

of the entire position encoder, which is especially 

important for emerging high resolution applications. 
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